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Abstract
This study on a security system for detecting denial of service (DDoS) and masquerade attacks on social 

networks specifically describes how a Convolutional Neural Network (CNN) algorithm was employed. The data-
set used for this research is the CICIDS2017 dataset, which contains benign data (no attack present) and the 
most up-to-date, frequent attacks which resemble true, real-world data. The feature extraction method used was 
recursive feature elimination (RFE), which reduced 77 columns of the dataset to 10 columns. This research was 
motivated by the limitation of Alguliyev and Abdullayeva 2019, which focused on the prediction of DDoS attack 
occurrence by getting related texts in social media. It has a limited attack class that focuses solely on DDoS 
attacks, and it does not perform social media network prediction in general. The objective of this research is to 
develop a security system for detecting DDoS and masquerade attacks and evaluate the detection model on 
social media networks. The system was tested on Facebook and Instagram. The result of the training accuracy 
that we derived from this research is 99.53%, while the testing accuracy is 99.52%. The result of this research is 
compared with previous studies’ results. This study recommends that the model implemented can be enhanced 
more effectively by comparing the accuracy of alternative deep learning algorithms to that of the CNN utilized 
in the current prediction model.
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I. Introduction

Distributed denial of service attacks and mas-
querade attacks are types of active attack that will 
be studied among the various types of active at-
tack that exist. Distributed Denial of Service (DDoS) 
[14],[18] is a multi-pronged version of the normal 
denial of service where the attack comes from mul-
tiple sources referred to as botnets. These auto-
mated systems try to flood the network in question 
with an unrelenting supply of packets, which in turn 

prevent the proper usage and functioning of the 
network [1]. The masquerade attack refers to the 
usage of a fake personality to gain illegal access to 
any personal computer [2]. A masquerading attack 
is one in which one system takes on the identity 
of another [8]. It is a strategy in which an attacker 
poses as an authorized individual to get illicit ac-
cess to confidential information. For millions of in-
ternet users, [15] the online network has become 
a mainstream cultural phenomenon, increasing the 
integration of our online and offline lives by utiliz-
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Research [5] shows how the deep learning 
method was used for prediction of DDoS attacks 
on social media. Detection including an improved 
CNN [17] and LTSM model is employed by predict-
ing the likelihood of cyber-attack-related phrases 
by self-learning methods which are then translated 
in text-type social media discussions. The short-
coming of this research is that it focuses on the pre-
diction of DDoS cyberattacks by locating relevant 
texts in social media and classifying them with high 
precision into positive and negative categories. 
However, it has a limited attack class that focuses 
solely on DDoS attacks and does not perform so-
cial media network prediction in general [7].

A case study on effective masquerade attack 
detection was presented [6]. A user study was de-
signed for the detection to explore null hypothesis. 
The experimental hypothesis asserts that if the mas-
querader's goal is malicious, the null hypothesis 
states that manipulating the masquerader's intent 
has no meaningful impact on the masquerader's 
search behavior. It shows an integrated strategy for 
detecting masquerade attacks that combines user 
behavior profiling with a baiting approach that uses 
carefully produced and strategically placed fake 
documents to lure attackers in. The shortcoming is 
that vulnerability exists in the user search behavior 
profiling sensor.

	 Research [2] proposes DDoS attack detec-
tion and classification via a Convolutional Neural 
network. The objective of this research is to devel-
op five discrete classification algorithms and imple-
ment them to detect and classify DDoS attacks and 
to build and train by using two different datasets. 
According to analysis and results, the presented 
results in this research established that CNN per-
formed better than other classifiers with an accu-
racy of 99%. The limitation of research is shown in 
the inadequacy of building a novel model to stop 
or minimize DDoS attacks based on the output of 
the CNN classification algorithm developed. A lot 
of research deals with the issue of DDoS and mas-
querade attack detection using CNN.

III. Research Methodology

For the purpose of this research, the major ap-
proach in building a software framework which can 

ing consumers' real-world social ties. The internet 
period has advertised unused implies to deliver 
and share information through substantial social 
networking sites on the internet [19]. Online social 
networks allow the delivery and consumption of in-
formation by many internet users around the world. 
They provide a tremendous source of information 
on a phenomenal scale. Social networking sites 
like Facebook, LinkedIn, and Twitter are among 
the most popular web-based online services today 
[20]. Clearly, social networking sites are crucial ap-
plications in terms of user security [21] and privacy 
[9]. Traditional security threats are frequently used 
in social media attacks such as malware, worms, 
spam, and phishing; these attacks, on the other 
hand, are carried out in a different context, using 
social media as a new channel to contact victims 
[3]. The availability of an incredible amount of per-
sonal user data that would not have been accessi-
ble otherwise has elevated the stakes for privacy 
protection [4],[10].

This is a concern, in terms of information and 
communication security on online social network 
platforms such as Facebook, Twitter and Instagram 
[11],[22]. The goal of this research is to implement 
a security framework for detecting DDoS and mas-
querade attacks and evaluate the detection model 
on social media networks.

Consequently, the rest of the paper is organized 
as follows, Section II sheds the light on the previous 
studies. Section III explains the research methodol-
ogy. Section IV details the system implementation 
and the discussion of the results. Section V con-
cludes the paper.

II. Literature Review

Research on the implementation of a security 
system for detection of DDoS and masquerade at-
tacks has become the interest of many in the last 
few years [16]. A generous number of methodolo-
gies, motivations, objectives, methodologies, con-
tributions to knowledge and restrictions with the 
purpose of reducing the detrimental consequenc-
es of DDoS and masquerade attacks on social net-
work have been analyzed, proposed, and evaluat-
ed [13].
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detect these attacks is implementing a detection 
model that employs a machine learning approach, 
a convolutional neural network (CNN) [17]. Each 
step of the approach is detailed in below: 
1. Data collection: The dataset used for this re-
search is the CICIDS2017 dataset, which covers 
benign data (no attack present) and up-to-date 
frequent attacks, and which closely reflects re-
al-world data. The implemented attacks in this 
dataset include Brute Force FTP, Brute Force SSH, 
DoS, Heartbleed, Web Attack, Infiltration, Botnet 
and DDoS [12]. However, the dataset attacks were 
constrained in this work to just 3 attacks: DDoS, in-
filtration, and botnet. The dataset used was down-
loaded from (https://www.kaggle.com/cicdataset/
cicids2017). The dataset consisted of various fea-
tures/columns.
2. Data preprocessing: Raw data and images 
from the real world are frequently imprecise, unre-
liable, and lacking in specific behaviors or trends. 
They are also likely to be riddled with errors. As 
a result, once they have been collected, they are 
pre-processed into a format that the CNN can uti-
lize to build the model. It is used to check if the 
dataset has been used before, if it is flawed or it 
will need reappropriation of sources. The features 
that constitute a proper dataset will be discussed 
further. The steps involved are encoding the cat-
egorical data, normalization, and checking for 
missing data.
3. Data training: Splitting the dataset into train set 
and test set. The training dataset is fed into the 
machine learning algorithm to train our model; it is 
the one that is utilized to teach an algorithm how 
to learn and create results using concepts like 
neural networks. It contains both the desired out-
come and the input data. While the testing data-
set is utilized to confirm our model's accuracy, it 
is not used to train it. It could be referred to as 
the validation dataset. The test data set is used 
to see how effectively an algorithm learned from 
the training data set. The training data set cannot 
be used in the testing step in projects like this be-
cause the algorithm would already know the pre-
dicted outcome, which is not our purpose.
4. Feature extraction: Feature is a single column 
of data. It is an element of an observation and is 

also called an attribute of a data instance. Recur-
sive feature elimination (RFE) was used to know the 
features relevant to this research.
5. Model implementation.
6. Model evaluation:Dataset evaluation is an in-
tegral part of the model development process. It 
assists in determining the appropriate model to de-
scribe our data and determining how well the cho-
sen model will perform in predicting data from the 
test set.
7. Save the model using Pickle. 
8. Simulate the model using social network data 
captured from Wireshark.

IV. System Implementation

A. Data Collection 
The libraries used for implementation were 

numpy, pandas, matploylib, seaborn, sklearn, time, 
and warnings. The CICDIS dataset which was used 
started capturing its data at 9 a.m., Monday, July 3, 
2017, and ended at 5 p.m. on Friday, July 7, 2017, 
a total of 5 days. However, only the data set of Fri-
day afternoon with titles DDoS and PortScan was 
imported with titles infiltration.

B. Data Concatenation
The data was merged, representing infiltration 

and portscan as a masquerade attack. We have 
the following attacks after concatenation, and the 
new number of rows per attack is as follows:

i.	 Benign (meaning no attack present) – 513.821.
ii.	 Masquerade_attack   - 158.966.
iii.	 DDoS - 128.027.

C. Feature Selection
The method used for feature selection was re-

inforcement feature elimination (RFE). The reason 
why RFE was used here was because of its simplic-
ity and efficiency of use; it is one of the most often 
used feature selection algorithms. Its job is to pick 
the most related features to the target column and 
eliminate every other one.

The number of rows and columns that were 
present before feature selection is 800,814 rows 
and 77 columns, meaning this is the number of fea-
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tures that existed before feature extraction. These 
rows and columns were further reduced (from 76, 
excluding the label column) to 10 selected features.

D. Training
The dataset was trained using CNN deep 

learning algorithm where the dataset is split into 
20% testing dataset and 80% training dataset. 
Training data is the information used to train an 
algorithm or machine learning model to foresee 
the outcome you want it to predict. Test data is 
used to evaluate the algorithm you are using to 
train the machine's performance, such as accu-
racy or efficiency.

There was an accuracy of 0.9953 on the training 
data and 0.9952 on the testing data, showing that 
there was utilization of a good dataset and that the de-
tection model is suitable for use. Fig. 1 shows a picto-
rial representation of the testing and training accuracy.

E. Model Evaluation with Confusion Matrix
A confusion matrix is a N x N matrix that is used 

to assess the effectiveness of a classification mod-
el, with N denoting the number of target classes. 
The matrix compares the actual goal values to the 
predictions of the machine learning model.

True Negative: The model predicted No, and 
the real or actual value also indicated No.

True Positive: The model has predicted Yes, 
and the actual value was likewise correct. 

False Negative: The model predicted No, but the 
actual value was Yes. It is also called a Type-II error.

False Positive: Yes was predicted by the mod-
el, but the actual result was No. It is also called a 
Type-I error.

Precision: Precision is the ratio of accurately 
predicted positive observations (True Positives) to 
all predicted positive observations, both correct 
(True Positives) and incorrect (False Positives).

Recall: The ratio of system-generated results 
that properly predicted positive observations (True 
Positives) to all observations in the real positives is 
known as recall.

F1-score: Precision and Recall are weighted in 
the F1 Score. As a result, to create a compromise 

between precision and recall, this score considers 
both False Positives and False Negatives.

Fig. 2 shows the results of the confusion matrix, 
Fig. 3 details the classification report obtained.

Table I shows this research is in line with Al-
guliyev, R. M., Aliguliyev, R. M., & Abdullayeva, 
F. J. (2019), Deep Learning Method for Prediction 
of DDoS Attacks on social media and Wang and 
Zhang that posited the accuracy results shown.

Fig. 2.  Confusion matrix graph

Fig. 3.  Classification report

Fig. 1.  Accuracy graph over epochs. 
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TABLE I 

EVALUATION COMPARING WITH OTHER RESEARCHERS 

Name Recall Precisi
on 

F1-
score 

Training 
accurac
y 

Testing 
accurac
y 

This work 
(2021) 1.0000 1.0000 1.0000 0.9953 0.9952 

Wang and 
Zhang 
(2017) 

0.3469 0.9297 0.5053 0.9925 0.4026 

Aliguliyev 
and 
Abdullaye
va (2019) 

0.8455 0.8923 0.8683 0.7761 0.7744 

 

F. Save the Model 
Pickle was be used to save the model so the detection 

model can be done easily without the need to train the 
dataset again. 
 

G. Prediction of Detection Model on Social Media Data 
Simulated on Wireshark 

In order to build a proper framework of detecting DDoS 
and masquerade attacks on social media, a prediction 
has to be made on a social media network dataset which 

was captured and simulated on Wireshark. 
 

1) Simulating Facebook Data on Wireshark 
The first process on Wireshark was to get the IP 

address which is specific to Facebook using “IP contains 
Facebook”. While Facebook data was used to test, other 
social media networks can also be used. Wireshark 
shows the following features: number, time, source, 
destination, protocol, length, and info. Wireshark captured 
all packets and TCP/IP packets being transmitted and 
received over a particular Facebook webpage network 
attached to the computer. 

Definitions of the features captured by Wireshark: 
i. Number: The packet's number in the capture file. 

Even if a display filter is used, this number will 
not alter. 

ii. Time: The starting point for all succeeding 
packet time computations. 

iii. Source: Instagram gateway IP address. 
iv. Destination: Address of destination of packet. 
v. Protocol: The type of packet, TCP, DNS. 
vi. Length: This shows the length of the packet in 

byte. 
vii. Info: Details on the contents of the packet. 

a) Data preprocessing for Facebook 
The dataset from Wireshark and necessary libraries 

was imported into the model and encoding of the 
categorical data to numerical data took place. 

b) Prediction of attack for Facebook dataset 
This is the last step of the implementation showing a 

better approximation of how the model will perform in the 
real world. It is the prediction using the detection model, 
and results show that DDoS attack was predicted on the 
Facebook dataset used to test. The result of this 
prediction shows that there is 100% attack detected on 
the Facebook dataset as shown in Fig. 4. 
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5. Model implementation. 
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determining the appropriate model to describe our data 
and determining how well the chosen model will perform 
in predicting data from the test set. 
7. Save the model using Pickle.  
8. Simulate the model using social network data 
captured from Wireshark. 

IV. SYSTEM IMPLEMENTATION 
A. Data Collection 

The libraries used for implementation were numpy, 
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The CICDIS dataset which was used started capturing its 
data at 9 a.m., Monday, July 3, 2017, and ended at 5 p.m. 
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assess the effectiveness of a classification model, with N 
denoting the number of target classes. The matrix 
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True Negative: The model predicted No, and the real or 
actual value also indicated No. 
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actual value was likewise correct.  

False Negative: The model predicted No, but the actual 
value was Yes. It is also called a Type-II error. 

False Positive: Yes was predicted by the model, but the 
actual result was No. It is also called a Type-I error. 

Precision: Precision is the ratio of accurately predicted 
positive observations (True Positives) to all predicted 
positive observations, both correct (True Positives) and 
incorrect (False Positives). 

Recall: The ratio of system-generated results that 
properly predicted positive observations (True Positives) 
to all observations in the real positives is known as recall. 

F1-score: Precision and Recall are weighted in the F1 
Score. As a result, to create a compromise between 
precision and recall, this score considers both False 
Positives and False Negatives. 

Fig. 2 shows the results of the confusion matrix, Fig. 3 
details the classification report obtained. 

Fig. 1 Accuracy graph over epochs. 
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F. Save the Model
Pickle was be used to save the model so the de-

tection model can be done easily without the need 
to train the dataset again.

G. Prediction of Detection Model on Social Media 
Data Simulated on Wireshark

In order to build a proper framework of detect-
ing DDoS and masquerade attacks on social me-
dia, a prediction has to be made on a social media 
network dataset which was captured and simulated 
on Wireshark.

1)	 Simulating Facebook Data on Wireshark
The first process on Wireshark was to get the 

IP address which is specific to Facebook using 
“IP contains Facebook”. While Facebook data was 
used to test, other social media networks can also 
be used. Wireshark shows the following features: 
number, time, source, destination, protocol, length, 
and info. Wireshark captured all packets and TCP/
IP packets being transmitted and received over a 
particular Facebook webpage network attached to 
the computer.

Definitions of the features captured by Wire-
shark:

i. Number: The packet's number in the capture 
file. Even if a display filter is used, this num-
ber will not alter.

ii. Time: The starting point for all succeeding 
packet time computations.

iii.	 Source: Instagram gateway IP address.
iv.	 Destination: Address of destination of packet.

v.	 Protocol: The type of packet, TCP, DNS.
vi.	 Length: This shows the length of the packet 

in byte.
vii.	Info: Details on the contents of the packet.

a) Data preprocessing for Facebook
The dataset from Wireshark and necessary li-

braries was imported into the model and encod-
ing of the categorical data to numerical data took 
place.

b) Prediction of attack for Facebook dataset 
This is the last step of the implementation 

showing a better approximation of how the model 
will perform in the real world. It is the prediction using 
the detection model, and results show that DDoS 
attack was predicted on the Facebook dataset used 
to test. The result of this prediction shows that there 
is 100% attack detected on the Facebook dataset as 
shown in Fig. 4.

2)	 Simulating Instagram Data on Wireshark 
Wireshark was used to get the IP address which 

is specific to that of Instagram. Wireshark shows 
the following features: No, time, source, destina-
tion, protocol, length, and info. Wireshark captured 
all packets and TCP/IP packets, being transmitted, 
and received over a particular Instagram webpage 
network attached to the computer. 

TABLE I
Evaluation Comparing With Other Researchers

Name Recall Precision F-1score Training 
accuracy

Testing 
accuracy

This work 
(2021)

1.0000 1.0000 1.0000 0.9953 0.9952

Wang and 
Zhang (2017)

0.3469 0.9297 0.5053 0.9925 0.4026

Aliguliyev and 
Abdullayeva 

(2019)

0.8455 0.8923 0.8683 0.7761 0.7744
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Fig. 4 Snapshot of Data Prediction (facebook). 
 

2) Simulating Instagram Data on Wireshark 
Wireshark was used to get the IP address which is 

specific to that of Instagram. Wireshark shows the 
following features: No, time, source, destination, protocol, 
length, and info. Wireshark captured all packets and 
TCP/IP packets, being transmitted, and received over a 
particular Instagram webpage network attached to the 
computer. 

a) Data preprocessing for Instagram 
The Instagram dataset instances require necessary 

libraries, which were imported into the model and after 
which data encoding also took place. 

 

b) Prediction of attack for Instagram dataset 
The prediction using the detection model shows that 

DDoS attack was predicted on the Instagram dataset 
used to test. The result of this prediction shows that there 
is a 100% attack detected on the Instagram dataset, as 
shown in Fig. 5. 

 

 
Fig. 5 Snapshot of Data Prediction (Instagram). 

 

V. CONCLUSION 
Convolutional neural network (CNN) is a highly 

effective deep learning algorithm, as it can classify, learn 
from models, make inferences, and make predictions 

which are suitable for predicting previously unknown data. 
A prediction model which shows how DDoS and 
masquerade attacks can be detected was developed 
using the CICIDS2017 dataset. The dataset comprises 
very recent attacks. The dataset was analyzed and later 
used in the prediction of attack on a sample social media 
network with an accuracy of 99.53%. 

Future researchers should focus on specific areas of 
attacks, especially masquerade attacks, because there is 
no current dataset depicting data on masquerade attacks. 
Acquiring a dataset which contains social media network 
data was a challenging feat in this project. 
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a) Data preprocessing for Instagram
The Instagram dataset instances require neces-

sary libraries, which were imported into the model 
and after which data encoding also took place.

b)	 Prediction of attack for Instagram dataset 
The prediction using the detection model shows 

that DDoS attack was predicted on the Instagram 
dataset used to test. The result of this prediction 
shows that there is a 100% attack detected on the 
Instagram dataset, as shown in Fig. 5.

V. Conclusion

Convolutional neural network (CNN) is a highly 
effective deep learning algorithm, as it can classi-
fy, learn from models, make inferences, and make 
predictions which are suitable for predicting pre-
viously unknown data. A prediction model which 
shows how DDoS and masquerade attacks can be 
detected was developed using the CICIDS2017 
dataset. The dataset comprises very recent at-
tacks. The dataset was analyzed and later used in 
the prediction of attack on a sample social media 
network with an accuracy of 99.53%.

Future researchers should focus on specific 
areas of attacks, especially masquerade attacks, 
because there is no current dataset depicting data 
on masquerade attacks. Acquiring a dataset which 
contains social media network data was a chal-
lenging feat in this project.
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