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Abstract
Academic publishing has entered an era of fake, including fake authors who are either real entities using fake 

credentials, or totally concocted personalities that give the impression of real humans. Both can be achieved 
via the use of artificial intelligence (AI) and software that is capable of completing such a task, and ultimately a 
deepfake is created. The creation of fictitious deepfakes, even more so when assisted or driven by AI, allows 
creators to not only establish a fake image or photo, but also embed it within a fake context (e.g., profile). For 
whatever reason, there are risk of deepfakes during manuscript submission and the publication process, as well 
as on academic social network sites, like ResearchGate, but are academics, journals and publishers sufficiently 
prepared to detect them?.
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There are ample artificial intelligence (AI)-driven 
software tools to alter faces in photos and videos 
[1], abilities that should be a reason for concern 
if their purpose is neither artistic nor scholastic. 
Such misuse can also impact social media and 
social science networks, and in the digital world, 
deepfakes can appropriate identities, while the 
rights (specifically their images) of individuals can 
be hijacked. Deepfake imagery, which is profoundly 
unethical because its premise lies in deception [2], 
is an issue that may increasingly impact academia. 
The barriers between academia and society have 
eroded, and members of the public can easily 
access the same academic portals that scholars 
use regularly, including journals and academic 
social network sites (ASNSs) like ReseachGate 

where academic profiles are often accompanied 
by images or photos of individuals. The existence 
of fake “academic” profiles on ReseachGate has 
already been noted [3]. But what if the stated 
author is fake (i.e., a real identity posing as a 
pseudonymous entity, a completely fabricated 
entity, or a deepfake)? How then are privacy rights 
of individuals protected, even posthumously [4]?

Having access to AI-based software that is 
able to create a fake image, based on existing 
images or text-inputted projections, would allow 
a convincingly real set of fake images, such as 
stand-alone facials or in-context head-and-body 
shots, of “authors” to be produced, even though 
such individuals might not exist. In other words, 
as was achieved for several famous personalities 
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use such AI software to create deepfakes possess 
the financial means to order them (on-demand 
deepfakes) from a service akin to a paper mill, and/
or have the skills, time and finances to create such 
deepfakes themselves. Another possible reason 
why some may create academic deepfakes could 
be to engage in the impersonation, for example of a 
rival, as an act of dark humor. Finally, some uses of 
deepfakes could actually have a legitimate reason, 
such as to protect individuals’ privacy [13].

Academia and the publishing industry should 
develop sufficiently sensitive techniques that are 
able to detect deepfakes on platforms such as 
ResearchGate, to protect the image and reputation 
of that platform, and its users.
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