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Abstract
In this work, two categories of deep learning and conventional machine learning were used to classify 

malware using a dataset of all possible API call sequences. Specifically, the objective was to determine the 
best strategy to tackle the ever-rising menace as malware becomes more complex. A new dataset was created 
employing Cuckoo Sandbox, where API call sequences originating from both benign and malware samples were 
recorded. The performance of these algorithms was benchmarked and tested using this dataset, which includes 
SVM, RF, KNN, XGB, GBC, CNN, and RNN. The study established that both deep learning and conventional 
machine learning algorithms provided high accuracy above 90%. Specifically, the recurrent neural networks 
(RNNs) demonstrated high accuracy rates ranging from 95% to 99%. These results are highly indicative of 
deep learning, especially RNN, as a promising approach to improving the effectiveness of malware detection. 
The data obtained from dynamic analysis, when integrated into a database, serves as a more reliable source 
for training and testing of such models, and can improve the model’s ability to identify new threats posed by 
malware. Thus, this work is salient in enhancing the development of new approaches to fight malware that 
constantly evolve in the modern world.

* Corresponding Author: Amaal F. Alshmarni
Email: amaalalshmarni@hotmail.com
doi: 10.26735/WZNG1384

Production and hosting by NAUSS

1658-7782© 2024. JISCR. This is an open access article, distributed under the terms of the Creative Commons, Attribution-NonCommercial License.

Journal of Information Security and Cybercrimes Research 2024; Volume 7 Issue (1), 85-92 Original Article

Naif Arab University for Security Sciences
Journal of Information Security and Cybercrimes Research

مجلة بحوث أمن المعلومات والجرائم السيبرانية
https://journals.nauss.edu.sa/index.php/JISCR

JISCR

I. IntroductIon

In the digital age, the ceaseless evolution of 
malware remains an omnipresent threat to individ-
uals, organizations, and society at large. Malicious 
software, or malware, has evolved to become high-
ly sophisticated, elusive, and continually adapts to 
evade traditional detection mechanisms. Amid this 
relentless onslaught, the fusion of deep learning 
techniques with the dynamic analysis capabilities 
of Cuckoo Sandbox emerges as a beacon of hope 
in the field of cybersecurity. This paper embarks on 

a transformative journey by introducing a ground-
breaking malware dataset, meticulously curated 
through dynamic analysis using Cuckoo Sandbox, 
to drive innovation in malware detection.

Deep learning has emerged as a powerful force 
in various domains, including computer vision, nat-
ural language processing, and speech recognition. 
Its application to malware detection is compelling, 
as it enables the automatic extraction of intricate 
features and behavioral patterns exhibited by mal-
ware. However, the performance of deep learning 
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Statistics show that many malwares and potentially 
unwanted applications (PUAs) have been identified 
in recent years see Fig. 1 [3]. 

In recent decades, there has been a significant 
increase in the development of methods for detect-
ing malware and its components. Malware detec-
tion encompasses the steps taken to identify ma-
licious software, utilizing either signature-based or 
anomaly-based approaches [4]. Signature-based 
detection relies on a database of known malware 
signatures, comparing suspicious patterns against 
this database for identification. While accurate for 
known malware, this method consumes system re-
sources and is ineffective against zero-day attacks 
[4]. Anomaly-based detection, on the other hand, 
can be particularly useful in identifying novel or 
previously unseen malware by flagging deviations 
from normal behavior patterns. However, a major 
challenge with anomaly-based detection is the high 
rate of false positives [4].

Effective computer system security necessitates 
the identification and understanding of potential 
malware threats. Malware analysis aims to uncov-
er the origin, functionality, and impact of malware 
on a system, aiding security analysts in identifying 
vulnerabilities. Malware analysis techniques can be 
categorized as static or dynamic [5]. Static analysis 
involves examining the code of suspected malware 
without executing it [6], while dynamic analysis in-
volves running the malware in a controlled environ-
ment to observe its behavior [7].

Deep learning, a subset of machine learning, 
has emerged as a promising approach for malware 
detection. By learning abstract representations of 
data through network layers, deep learning can 
identify hidden patterns and characteristics in vari-
ous data types, including images, sounds, and text 
[8].

Several studies have explored the application 
of machine learning and deep learning in malware 
detection as shown in Table I. Patil et al. [9] evaluat-
ed various algorithms, demonstrating the superior 
performance of deep learning, particularly Convo-
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models is inexorably tied to the quality and diversity 
of the data on which they are trained. Conventional 
malware datasets often fall short in providing the 
breadth and depth required to effectively combat 
emerging malware threats.

To bridge this gap, this paper pioneers a meth-
odology that leverages the dynamic analysis capa-
bilities of Cuckoo Sandbox, a widely adopted and 
versatile malware analysis tool. Cuckoo Sandbox 
simulates the execution of suspicious files within a 
controlled environment [1], observing their behav-
ior and interactions with the system. This dynam-
ic approach offers an unparalleled opportunity to 
capture the nuanced tactics and evasion strategies 
employed by malware, making it an ideal partner for 
deep learning-based malware detection. The focal 
point of this paper revolves around the creation of 
a comprehensive and timely malware dataset, me-
ticulously constructed through the detailed analysis 
of malware samples using Cuckoo Sandbox. Since 
1988, computer security breaches have increased 
dramatically. All malicious software that infiltrates 
a computer system without the user’s knowledge 
is referred to as “malware”. The terms “malicious” 
and “software” were combined to create this term. 
Malware is a significant concern in today’s tech-
nological environment because it continues to in-
crease in size and complexity. The proliferation of 
malware-infected websites is on the rise, posing a 
significant challenge to organizations that attempt 
to mitigate the problem. The situation is becoming 
increasingly concerning and can escalate beyond 
manageable levels. Most malware infects comput-
ers when downloading data from the Internet [2]. 
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                          I. INTRODUCTION 
n the digital age, the ceaseless evolution of malware 
remains an omnipresent threat to individuals, 
organizations, and society at large. Malicious software, or 

malware, has evolved to become highly sophisticated, elusive, 
and continually adapts to evade traditional detection 
mechanisms. Amid this relentless onslaught, the fusion of 
deep learning techniques with the dynamic analysis 
capabilities of Cuckoo Sandbox emerges as a beacon of hope 
in the field of cybersecurity. This paper embarks on a 
transformative journey by introducing a groundbreaking 
malware dataset, meticulously curated through dynamic 
analysis using Cuckoo Sandbox, to drive innovation in 
malware detection. 
 
Deep learning has emerged as a powerful force in various 
domains, including computer vision, natural language 
processing, and speech recognition. Its application to malware 
detection is compelling, as it enables the automatic extraction 
of intricate features and behavioral patterns exhibited by 
malware. However, the performance of deep learning models 
is inexorably tied to the quality and diversity of the data on 
which they are trained. Conventional malware datasets often 
fall short in providing the breadth and depth required to 
effectively combat emerging malware threats. 
 
To bridge this gap, this paper pioneers a methodology that 
leverages the dynamic analysis capabilities of Cuckoo 

Sandbox, a widely adopted and versatile malware analysis tool. 
Cuckoo Sandbox simulates the execution of suspicious files 
within a controlled environment [1], observing their behavior 
and interactions with the system. This dynamic approach offers 
an unparalleled opportunity to capture the nuanced tactics and 
evasion strategies employed by malware, making it an ideal 
partner for deep learning-based malware detection. The focal 
point of this paper revolves around the creation of a 
comprehensive and timely malware dataset, meticulously 
constructed through the detailed analysis of malware samples 
using Cuckoo Sandbox. Since 1988, computer security 
breaches have increased dramatically. All malicious software 
that infiltrates a computer system without the user’s knowledge 
is referred to as “malware”. The terms “malicious” and 
“software” were combined to create this term. Malware is a 
significant concern in today’s technological environment 
because it continues to increase in size and complexity. The 
proliferation of malware-infected websites is on the rise, posing 
a significant challenge to organizations that attempt to mitigate 
the problem. The situation is becoming increasingly concerning 
and can escalate beyond manageable levels. Most malware 
infects computers when downloading data from the Internet [2]. 
Statistics show that many malwares and potentially unwanted 
applications (PUAs) have been identified in recent years [3].

 
 
Fig. 1. Number of Malwares Recent Year [3] 
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increase in the development of methods for 
detecting malware and its components. Malware 
detection encompasses the steps taken to identify 
malicious software, utilizing either signature-based 
or anomaly-based approaches [4]. Signature-based 
detection relies on a database of known malware 
signatures, comparing suspicious patterns against 
this database for identification. While accurate for 
known malware, this method consumes system 
resources and is ineffective against zero-day attacks 
[4]. Anomaly-based detection, on the other hand, 
can be particularly useful in identifying novel or 
previously unseen malware by flagging deviations 
from normal behavior patterns. However, a major 
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lutional Neural Networks (CNNs), which achieved 
98.4% accuracy. Singh and Singh [10] proposed 
a behavior-based method using dynamic analysis 
in the Cuckoo sandbox, achieving a high detection 
accuracy of 99.54%, but with potential overfitting 
issues. Lajevardi et al. [11] introduced a dynamic 
approach using system call data, achieving 98.2% 
accuracy, while Catak et al. [12] utilized LSTM and 
TF-IDF models with a focus on API call sequences, 
achieving 95% accuracy. Liu et al. [13] proposed 
a method using graph convolutional networks 
(GCNs) on API call sequences, achieving high ac-
curacy up to 98%, but potentially overlooking the 
benefits of integrating multiple AI techniques.

taBle I

related Works

Author Pros and Cons

Patil et al. [9] Pros: RF, SVM, CNNs utilized.
Cons: lacks sufficient details on data.

 Singh and
Singh. [10]

Pros: Dynamic analysis for runtime features.
 Cons: Lacks thorough analysis of potential
overfitting issues given the high accuracy.

  Lajevardi et
al. [11]

Pros: Dynamic behavior-based malware de-
 tection utilizes system call data and control
dependency sequences.
Cons: Lacks comprehensive details on data-
set diversity and representativeness.

 Catak et
al.[12]

  Pos: Employed LSTM and TF-IDF for malware
behavior detection from API call sequences.
Cons: Limiting the approach to LSTM for mal-
 ware classification may miss out on potential
benefits offered by ensemble methods.

Liu et al. [13]

 Pos: GCNs classify malware via API call se-
quences, using directed cycle graphs, Mar-
kov chain, and PCA for robust detection.
 Cons: Overlooking benefits of integrating
 diverse AI techniques by solely focusing on
 graph convolutional networks for malware
classification.

In this work, we focused on dynamic malware 
analysis and presented the following contributions:

1) The creation of a novel behavioral dataset com-
prising API call sequences extracted from 
both benign and malware files.

2) An evaluation of the performance of both 
machine learning and deep learning algo-
rithms to demonstrate their effectiveness in 
malware detection.

3) Achieving a high level of accuracy in all algo-
rithms, surpassing 90%.

The rest of this paper is organized as follows: 
The methodology of our work is described. Then, 
the results of this study are detailed, followed by a 
discussion of the results. Lastly, a section consist-
ing of the conclusion and future work of this study 
is presented.

II.Methodology

This section will detail the data collection and 
preprocessing steps, including the sources of mal-
ware and benign software (goodware) samples 
used in the study, and the methods employed to 
extract relevant features from these samples.

We collected 2576 malware samples [14] and 
1080 goodware samples [15]. These samples were 
analyzed using Cuckoo Sandbox, which executed 
the malware in a controlled environment and re-
corded all activities. Cuckoo Sandbox generated 
detailed reports including information on file type, 
size, network traffic, system activity, and behavior. 
These reports were exported and used to create a 
new malware dataset.

All 3656 exported reports were then processed. 
Relevant features were extracted from the reports 
using JavaScript, and the resulting dataset was 
converted into a format suitable for machine learn-
ing algorithms. Before these raw features could be 
used for training and testing the classification algo-
rithm, they were categorized and cleaned.

All completed JSON behavior reports were 
stored in a local directory. The "Behaviors" object 
within each JSON report contained all relevant be-
havioral features. Our focus was on extracting API 
call sequences from both malware and goodware 
files. Since the raw API call features in JSON format 
were incompatible with deep learning techniques, 
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pared the performance of these deep learning 
algorithms with traditional machine learning algo-
rithms.

A. Deep Learning Algorithms
This section will discuss the deep learning mod-

els employed in this research for malware detec-
tion. CNNs were used to detect malware by pro-
cessing data through convolutional, pooling,

 Convolutional Neural Networks (CNNs) distin-
guish input images and assign importance to var-
ious aspects [16], utilizing convolutional, pooling, 
and fully connected layers. Recurrent Neural Net-
works (RNNs) process sequential data, retaining 
information over time with memory, hidden layers, 
and weights [17]. This memory helps categorize 
data based on previous time steps, creating a lin-
ear graph structure.

B. Machine Learning Algorithms
The results of the deep learning algorithms were 

compared with several traditional machine learning 
algorithms: Random Forest (RF), Support Vector 
Machine (SVM), K-Nearest Neighbors (KNN), Gra-
dient Boosting (GB), and XGBoost. GridSearchCV 
was used to perform a grid search across a de-
fined hyperparameter space. The optimal estima-
tor found during the grid search was used to fit the 
model to the complete training set and generate 
predictions for the test set. The model's effective-
ness was evaluated using a classification report.

III. results

This section presents the results of this study. We 
first describe the metrics used to evaluate the perfor-
mance of the machine learning models. These met-
rics, including accuracy, allow us to compare various 
ML techniques and determine their relative superior-
ity. Accuracy is calculated as the ratio of correct pre-
dictions across all samples to the total sample size 
[16]. The accuracy calculation formula is:

they underwent a two-stage conversion process:
1) Stage One: The JSON files were processed 

to generate a numerical representation of 
each API call feature.

2) Stage Two: All JSON reports were processed 
to generate a comma-separated value (CSV) 
file.

After extracting the data, we preprocessed it 
to handle missing values and address the issue 
of unbalanced data. This research utilized deep 
learning algorithms, including Convolutional Neural 
Networks (CNNs) and Recurrent Neural Networks 
(RNNs), to detect malware. Additionally, we com-
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Fig. 2. Pre-processing JSON behavioral reports  
 

After extracting the data, we preprocessed it to 
handle missing values and address the issue of 
unbalanced data. This research utilized deep 
learning algorithms, including Convolutional 
Neural Networks (CNNs) and Recurrent Neural 
Networks (RNNs), to detect malware. Additionally, 
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employed in this research for malware detection. 
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•	 Precision is defined as the proportion of pre-

dicted positive samples that are positive. The 
following is the precision formula:

         
•	 The True Positive Rate is another term for re-

call (TPR).) The recall formula is as follows:

         
•	 F1-Score is a unique statistic for assessing 

a model’s performance that combines a har-
monic measure of recall and precision:

•	 Area under the curve: The area under the 
curve (AUC), also known as the area under 
the ROC curve, summarizes the performance 
of a binary classifier at various thresholds. 
Finding the value involves taking the ROC and 
calculating its area. The AUCs can be any-
where from 0 to 1. (If our AUC score increases 
it means that our classifier is more accurate). 
A higher AUC score indicates that our classifi-
er is more accurate at predicting positive and 
negative examples. 

A. Experiment 1
In the previous section we talked about how we 

created a new dataset that contained 2576 mal-
ware and 1080 goodware. We then applied some 
algorithms of deep learning, namely CNN and 
RNN, as well as machine learning, such as SVM 
and KNN, on the dataset we created. We repeated 
the following experiment on all the aforementioned 
algorithms:
•	 Randomly select training data 80% and test 

data 20%. 
•	 Optimal hyperparameters using grid search in 

machine learning techniques.
The results were as shown in Table II. The effec-

tiveness of deep learning algorithms is tested using 
conventional machine learning techniques includ-
ing XGB, GBC, KNN, RF, and SVM. High degrees 
of accuracy have been attained by all the machine 
learning and deep learning techniques where it 
was the highest accuracy RNN and among them 
all, SVM had nearly the lowest accuracy.

B. Experiment 2
To enhance the performance of the machine 

learning algorithms, we utilized a different data-
set from Kaggle [1]. This dataset contains 1,079 
API call sequences for goodware and 42,797 for 
malware. Each sequence consists of the first 100 
consecutive, non-repeated API calls connected 

taBle II
results of eXperIMent 1

Method Accuracy (%) Precision (%) Recall (%) F1 score (%) ROC-AUC score 
(%)

CNN 98 98 98 98 97

RNN 99 98 99 99 98

SVM 91 91 91 91 96

KNN 92 92 92 92 95

XGB 93 92 93 92 97

RF 95 95 95 95 98

GBC 95 95 96 95 96

Alshmarni and Alliheedi
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sults compared to Experiment 1. However, machine 
learning algorithms showed improved performance 
with this larger dataset, likely due to the increased 
exposure to a wider range of samples.

Fig. 3 shows the ROC curve to assess the per-
formance of our classification model and deter-
mines its effectiveness in distinguishing between 
the positive and negative outcomes.

IV. dIscussIon

This section discusses the results of this study. 
Deep learning, utilizing neural networks, has 
opened new avenues for malware detection. Our 
study developed and evaluated a deep learn-
ing-based malware detection system using a large 
dataset, achieving impressive results. The deep 
learning model, specifically CNN and RNN due 
to their ability to handle time series data, outper-
formed traditional machine learning methods in 
terms of accuracy, precision, recall, and F1-score.

These findings indicate that various machine 
learning and deep learning techniques can effec-
tively identify malware. However, careful tuning of 
hyperparameters, such as batch size and the use 
of optimizers like Adam, is crucial for optimal per-
formance.

Despite its high performance, our approach has 
limitations. The model heavily relies on a good and 
updated dataset, which is challenging to maintain 
due to the dynamic nature of malware. This may 

Enhancing Malware Detection by Integrating Machine Learning with Cuckoo Sandbox

to the parent process, as derived from the 'calls' 
portion of Cuckoo Sandbox reports [18]. We select-
ed this larger dataset to assess the efficacy and 
accuracy of all algorithms, as it provided a more 
representative distribution of classes compared to 
our previous dataset. Table III demonstrates that 
deep learning algorithms maintained consistent re-

taBle III
results of eXperIMent 2

Method Accuracy (%) Precision (%) Recall (%) F1 score (%) ROC-AUC score 
(%)

CNN 98 98 98 98 98

RNN 99 99 99 99 99

SVM 95 96 94 95 96

KNN 99 99 99 99 98

XGB 96 97 95 96 97

RF 98 98 98 98 98

GBC 99 99 98 99 992 
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We selected this dataset because it comprises more samples 
than our dataset, which we previously used, to assess the 
efficacy and accuracy of all algorithms. Table 2 demonstrates 
that deep learning algorithms showed consistent results when 
compared to our dataset in Experiment 1. In contrast, machine 
learning algorithms showed an improved performance with this 
larger dataset than previously, as they had a better chance of 
encountering a representative distribution of all classes, leading 
to more accurate predictions for all classes. 

  

TTaabbllee..33  Results of Experiment 2 

Method Accuracy 
(%) 

Precision 
(%) 

Recall 
(%) 

F1 
score 
(%) 

ROC-
AUC 
score 
(%) 

CNN 98 98 98 98 98 
RNN 99 99 99 99 99 
SVM 95 96 94 95 96 
KNN 99 99 99 99 98 
XGB 96 97 95 96 97 
RF 98 98 98 98 98 

GBC 99 99 98 99 99 
     

The following figure  (Figure 3) shows, the ROC curve to assess 
the performance of our classification model and determine its 
effectiveness in distinguishing between the positive and 
negative outcomes. 

 

 

  

 
Fig.3. ROC Curve  

 
 

                               IV. DISCUSSION 

In this section, we discussed the results of this study. 
Essentially, deep learning has provided a new avenue for 
malware detection, utilizing neural networks. In this study, a 
deep learning-based malware detection system was developed 
and evaluated with a large dataset, yielding impressive results. 
The deep learning model outperformed traditional machine 
learning methods, achieving high accuracy, precision, recall, 
and F1-score rates in both CNN and RNN due to its time series 
data handling. The findings indicate that various machine 
learning and deep learning techniques can effectively identify 
malware, but careful tuning of hyperparameters, such as batch 
size, is crucial for optimal performance. The use of the Adam 
Optimizer contributed to this success by facilitating faster 
learning through adaptive learning rate optimization. Although 
our approach achieved high performance, some disadvantages 
of the proposed solution have been highlighted: It is highly 
dependent on good and updated data-set which is not easy to 
build and update due to dynamism of malware. The model may 
be unable to recognize the new threats or adjust to changed 
evasion methods. Furthermore, it is important to know that deep 
learning models are resource-intensive in terms of 
computational resources necessary for both training and 
inference. The models are hard to explain since it is virtually 

Fig. 3.  ROC Curve.
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hinder its ability to recognize new threats or adapt 
to evolving evasion techniques. Additionally, deep 
learning models demand substantial computation-
al resources for training and inference, and their 
"black box" nature makes them difficult to interpret.

To address these limitations, countermeasures 
such as data augmentation, ensemble methods, 
regularization, adversarial training, and explain-
able AI (XAI) can be employed. These approaches 
aim to enhance model performance and reliabili-
ty in malware detection. Table IV summarizes the 
observed drawbacks and advantages of the algo-
rithms used in this study.

taBle IV
algorIthMs cons and pros

SVM
Cons: High computational cost and sensitivity to 
noise in data.
Pros: Robust to overfitting

KNN
Cons: High memory usage and computationally ex-
pensive during prediction.
Pros: Easily adaptable to new data

XG-
Boost

Cons: Prone to overfitting and requires careful hy-
perparameter tuning.
Pros: Handles missing data well.

RF
Cons: Slow on large datasets and lacks interpret-
ability with many trees.
Pros: Provides feature importance

GBM

Cons: More prone to overfitting, longer training 
times, and requires meticulous hyperparameter 
tuning.
Pros: improves model performance through itera-
tive boosting.

CNN

Cons: Require large datasets and struggle with 
capturing long-range dependencies in sequences.
Pros: Ability to capture local patterns through con-
volutional layers.

RNN
Cons: Require large datasets.
Pros: Suitable for sequential data

V. conclusIon and future Work

In this study, we employed deep learning-based 
malware detection and evaluated its effectiveness 
using various malware sample datasets. This sec-
tion summarizes the key findings and discusses 
potential future research to enhance the accuracy 
and reliability of deep learning-based malware de-
tection.

The project's primary objective was to utilize ex-
tracted API call sequences from our created data-
set and apply deep learning and machine learning 
algorithms for malware detection. We employed 
various machine learning algorithms, including 
SVM, KNN, RF, GBC, and XGBoost, achieving high 
accuracy despite their limited reputation for effec-
tiveness on such data. Additionally, we compared 
and evaluated the performance of two deep learn-
ing algorithms, CNN and RNN, to validate the ef-
fectiveness of deep learning techniques. Both al-
gorithms demonstrated high accuracy, with RNN 
outperforming CNN, reaching an accuracy of 99%.

Future work will focus on expanding the data-
set to include a wider variety of malware for multi-
class classification problems. Additionally, we will 
address the limitations mentioned in the discussion 
section, aiming to improve the model's robustness 
and adaptability to new threats.
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