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Abstract
The development and implementation of Internet of Things (IoT) devices have accelerated dramatically 

in recent years. As a result, a robust network infrastructure is required to handle the massive volumes of 
data collected and transmitted to these devices. Fifth-generation (5G) is a new, comprehensive wireless 
system with the potential to be the primary enabling technology for the IoT. However, the rapid spread of IoT 
devices presents significant security challenges. Consequently, new and serious security and privacy risks 
have emerged. Attackers often exploit IoT devices to launch large-scale attacks, such as the Distributed De-
nial of Service (DDoS) attack. Recent research shows that deep learning methods are effective in identifying 
and preventing DDoS attacks. In this paper, we applied four deep learning algorithms: Convolutional Neural 
Network (CNN), Long Short-Term Memory (LSTM), Feedforward Neural Network (FNN), and Deep Neural 
Network (DNN). We compared the results of these algorithms with three machine learning methods: Support 
Vector Machine (SVM), K-Nearest Neighbor (KNN), and Stochastic Gradient Descent (SGD). These meth-
ods were used to detect DDoS attacks in a dataset specifically designed for IoT devices within 5G networks. 
We constructed the 5G network infrastructure using OMNeT++ with the INET and Simu5G frameworks. 
The dataset encompasses both normal network traffic and DDoS attacks. CNN, FNN, SVM, SGD, and KNN 
achieved high accuracy, with results reaching up to 99%. In contrast, LSTM and DNN showed significantly 
lower accuracy. These results demonstrate that deep and machine learning can improve the protection of 
IoT devices in 5G networks.
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I. IntroductIon

The Internet of Things (IoT) has transformed our 
lives, including social interactions, communication 
methods, entertainment, and business practices. As 
one of the enabling technologies for 5G, IoT sup-
ports the coexistence of various technologies. Key 
requirements for IoT-based 5G networks include 

high data rates, low latency, and efficient spectrum 
utilization [1][2]. IoT applications span various fields, 
such as smart homes, e-health, smart cities, and 
connected devices [3]. By 2025, the number of IoT 
devices is expected to surpass 30 billion [4]. Conse-
quently, IoT requires a robust network infrastructure 
to manage and govern massive data volumes.
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5G technology emerges as a comprehensive 
wireless solution, offering significant benefits like 
greater network capacity, low latency, high reli-
ability, better spectral efficiency, and increased 
bandwidth compared to previous generations [5]. 
However, the growing adoption of IoT devices rais-
es security concerns as attackers exploit vulner-
abilities in these devices [3][6]. Common attacks 
targeting IoT devices include Distributed Denial of 
Service (DDoS), Denial of Service (DoS), data leak-
age, malicious code injection, routing attacks, and 
data transit attacks [7].

A report from Cloudflare highlights a notable 
increase in DDoS attacks, which were four times 
higher in Q4 2021 compared to Q3 2021. These 
attacks pose severe threats to IoT devices, lead-
ing to service disruptions, financial losses, and oth-
er harmful consequences. It is vital to prepare for 
DDoS attacks and mitigate their effects proactively. 
The importance of IoT security is underscored by 
the potentially devastating consequences of an IoT 
attack, which can surpass those of a typical web 
attack that temporarily disrupts user access.

In recent years, Machine Learning (ML) and 
Deep Learning (DL) have proven effective in de-
tecting and managing DDoS attacks [8]. In this pa-
per, we propose using Deep Learning techniques, 
specifically Convolutional Neural Networks (CNN) 
and Feedforward Neural Networks (FNN), to ef-
fectively detect and mitigate DDoS attacks on IoT 
devices within 5G networks. We provide a detailed 
description of the dataset, network infrastructure, 
and Deep Learning algorithms employed for DDoS 
detection. The paper concludes with a discussion 
of results and future research potential in this area.

The contributions of this paper include.
• Utilizing the OMNeT++ simulation tool with 

the Simu5G framework to generate a data-
set for 5G networks involving IoT devices.

• Applying various Deep and Machine Learn-
ing algorithms, such as CNN and Support 
Vector Machine (SVM), to compare their 
performance using a specially curated 
dataset for 5G networks that includes DDoS 
attacks and normal data traffic.

• Evaluating model performance through a 
confusion matrix.

The rest of the paper is structured as follows: 
Section II discusses DDoS attacks in IoT. Section III 
discusses Deep Learning. Section IV explores the 
related work on the effectiveness of using Machine 
Learning and Deep Learning techniques to detect 
DDoS attacks. In Section V, we introduce the 5G 
network, present a novel 5G dataset, and apply 
Deep Learning models. Section VI presents the re-
sults. Finally, Section VII provides the conclusion of 
the paper, including the highlights of the discussion 
and areas for further work.

II. ddos attacks In Iot

The kind of attack employed in IoT-specific 
DDoS is not different from general DDoS, where 
weaknesses are exploited to flood systems. How-
ever, the wide range of IoT devices in existence 
leads to greater diversity and complexity in these 
types of attacks [9]. These attacks can target not 
only servers but also network resources, process-
ing units, and storage [10]. As shown in Fig. 1, it 
is possible to categorize these attacks into three 
groups according to the tactics used by the attack-
ers [9].

1. Application layer attacks refer to an effort 
to compromise the application layer of the 
network architecture. This can occur when 
packets are dropped as a result of over-
whelming the application or web server with 
a flood of HTTP (Get/Post) requests and 
other requests that target system software 
such as Windows, Apache, OpenBSD, and 
others [9].

Fig. 1 Classification of DDoS attacks in the IoT [9]
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(1) Application layer attacks refer to an effort to compromise the application layer of the network architecture. This 
can occur when packets are dropped as a result of overwhelming the application or web server with a flood of 
HTTP (Get/Post) requests and other requests that target system software such as Windows, Apache, OpenBSD, 
and others [9]. 

(2) Infrastructure layer attacks in IoT aim to disrupt systems by exploiting network weaknesses, with two main 
types: protocol-based and volume-based. Various tactics are used, which include reflection, amplification, and 
manipulating IP addresses to cause network congestion. Protocol-based attacks, like SYN floods, deplete server 
resources. While volume-based attacks include UDP/TCP floods and overflow system bandwidth. These tactics 
result in significant bandwidth wastage [9]. 

(3) Zero-day DDoS attacks can be defined as a new type of emerging DDoS attack that exploits new unknown 
vulnerabilities in the systems. This kind of attack has recently been a preferred choice of cyber attackers [9]. 

III. DEEP LEARNING 

Neural networks are an advanced subcategory of Machine Learning, commonly referred to as Deep Learning, used 
for data analysis. It generalizes patterns in a manner similar to the human brain, allowing it to discover trends and make 
predictions. Deep Learning models, when applied to large and diverse datasets, improve classification accuracy or reduce 
errors in the used models. Deep Learning is composed of a multilayered neural network, potentially containing thousands 
of neuronal units between the input and output layers. These intermediate layers, called hidden layers, consist of individual 
nodes known as "hidden nodes" [11]. Deep Learning represents a wide array of architectures and techniques aimed at 
achieving specific goals. Below is a brief summary of commonly used models : 
 

(1) CNN: A convolutional neural network (CNN) is a deep neural network widely applied in image processing tasks, 
such as optical character recognition (OCR) and character identification like postal codes. CNNs utilize learnable 
filters that slide across the input data, generating feature maps. Fully connected layers then operate on these 
extracted maps to produce the output [12]. 

(2) FNN: A feedforward neural network (FNN) is a straightforward type of artificial neural network, typically 
comprising three layers: input, hidden, and output. It is particularly effective in pattern recognition and various 
statistical applications [13]. 

(3) Recurrent Neural Network (RNN): A recurrent neural network (RNN) processes real-time information by 
leveraging past input memory. Instead of completely forwarding prior data, it incorporates it through links in the 
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2. Infrastructure layer attacks in IoT aim to dis-
rupt systems by exploiting network weak-
nesses, with two main types: protocol-based 
and volume-based. Various tactics are used, 
which include reflection, amplification, and 
manipulating IP addresses to cause net-
work congestion. Protocol-based attacks, 
like SYN floods, deplete server resources. 
While volume-based attacks include UDP/
TCP floods and overflow system bandwidth. 
These tactics result in significant bandwidth 
wastage [9].

3. Zero-day DDoS attacks can be defined as 
a new type of emerging DDoS attack that 
exploits new unknown vulnerabilities in the 
systems. This kind of attack has recently 
been a preferred choice of cyber attackers 
[9].

III. deeP LearnIng

Neural networks are an advanced subcatego-
ry of Machine Learning, commonly referred to as 
Deep Learning, used for data analysis. It generaliz-
es patterns in a manner similar to the human brain, 
allowing it to discover trends and make predictions. 
Deep Learning models, when applied to large and 
diverse datasets, improve classification accuracy 
or reduce errors in the used models. Deep Learn-
ing is composed of a multilayered neural network, 
potentially containing thousands of neuronal units 
between the input and output layers. These inter-
mediate layers, called hidden layers, consist of 
individual nodes known as "hidden nodes" [11]. 
Deep Learning represents a wide array of architec-
tures and techniques aimed at achieving specific 
goals. Below is a brief summary of commonly used 
models:

1. CNN: A convolutional neural network (CNN) 
is a deep neural network widely applied in 
image processing tasks, such as optical 
character recognition (OCR) and character 
identification like postal codes. CNNs utilize 
learnable filters that slide across the input 
data, generating feature maps. Fully con-
nected layers then operate on these extract-
ed maps to produce the output [12].

2. FNN: A feedforward neural network (FNN) 
is a straightforward type of artificial neural 
network, typically comprising three layers: 
input, hidden, and output. It is particularly 
effective in pattern recognition and various 
statistical applications [13].

3. Recurrent Neural Network (RNN): A recur-
rent neural network (RNN) processes re-
al-time information by leveraging past input 
memory. Instead of completely forwarding 
prior data, it incorporates it through links 
in the network, enhancing its capability via 
backpropagation, often termed "backprop-
agation through time" (BPTT) [12]. 

4. DNN: A deep neural network (DNN) em-
ploys multiple layers to make higher-level in-
ferences. These models are built on two-di-
mensional logistic regression, consisting of 
input, output, and hidden layers. The term 
"deep" reflects the inclusion of multiple hid-
den layers [14].

5. LSTM: A long short-term memory (LSTM) 
network is a specialized type of RNN that 
uses a cell structure to retain information 
over time. This cell structure comprises 
three gates controlling data flow to decide 
what to retain or discard. LSTM, developed 
by Hochreiter and Schmidhuber, is applied 
in various fields [14][15].

Machine Learning includes numerous architec-
tures and techniques to achieve its objectives. Be-
low is a summary of some commonly used models:

1. SVM: A support vector machine (SVM) is 
a kernel-based Machine Learning model 
designed for classification and regression 
tasks. It maximizes the margin between 
classes in the training set, enhancing its 
ability to generalize. SVM is often favored for 
its strong performance in supervised learn-
ing [16].

2. SGD: Stochastic gradient descent (SGD) is 
an optimization method that reduces com-
putational costs in high-dimensional spaces 
by introducing randomization. While it con-
verges more slowly, it allows for quicker it-
erations [17].
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3. KNN: The k-nearest neighbor (KNN) algo-
rithm is a simple yet effective technique 
that assigns labels to unlabeled instances 
based on their similarity to the dataset's 
training examples [18].

Iv. reLated work

Machine Learning and Deep Learning have 
proven successful in detecting DDoS attacks on 
IoT devices. Numerous researchers in this field 
have conducted experiments and developed in-
novative approaches. Ma et al. [19] proposed a 
novel CNN model for detecting DDoS attacks on 
IoT devices, achieving an accuracy of 92%, out-
performing the classical CNN, which achieved 
89%. Hussain et al. [20] introduced a new method 
for detecting DoS and DDoS attacks by converting 
network traffic data into visual formats. Their ap-
proach achieved an impressive 99.99% accuracy 
in binary classification tests and an average pre-
cision of 87% for identifying eleven different attack 
patterns using a CNN-based architecture (ResNet) 
on the transformed dataset. This represented a 9% 
improvement over existing methods, demonstrating 
the efficiency of CNNs in network security and the 
importance of data transformation techniques to 
enhance model performance.

Amaizu et al. [21] developed a DDoS detection 
framework tailored for 5G and beyond networks, 
leveraging DNN to enhance detection efficacy. 
The framework was benchmarked against other 
models, including SVM, KNN, and CNN, and suc-
cessfully identified various types of DDoS attacks. 
Using the CICDDOS2019 dataset, the framework 
achieved a detection accuracy of 99.66% with min-
imal loss of 0.011, effectively addressing the DDoS 
problem.

Alnuman et al. [22] simulated an IoT home net-
work, including a DDoS attack, using OMNeT++. 
They generated traffic with and without injected 
attacks to test the accuracy of Machine Learning 
methods for DDoS detection. Analysis using Deci-
sion Forest, Decision Jungle, and a Boosted De-
cision Tree revealed accuracy rates of 83.80%, 
83.20%, and 99.90%, respectively. Al-Qahtani [23] 
proposed a hybrid optimized LSTM approach to pre-
dict various network attacks, including DoS, DDoS, 

man-in-the-middle, and spoofing. This approach 
combined CNN for feature extraction with LSTM 
for prediction. Data was collected using OMNeT++ 
and other datasets like CIDCC-15, UNSW-NB15, 
and NSL-KDD, showcasing the effectiveness of 
Deep Learning-based intrusion detection systems.

taBLe I
reLated work

Reference Advantages and Disadvantages

Ma et al [19]

Pros: The novel CNN model has proven highly 
effective in detecting DDoS attacks on IoT 
devices.
Cons: The study has not been applied to 5G 
networks in IoT devices.

Hussain et al. 
[20]

Pros: The study proposed transforming 
network traffic into image representations 
for analysis using the ResNet CNN model, 
achieving high accuracy and demonstrating 
its effectiveness in detecting DoS and DDoS 
attacks.
Cons: The study has not been applied to 5G 
networks in IoT devices.

Amaizu et al. 
[21]

Pros: This study has proven the effectiveness 
of DNN in DDoS attacks on the CICDDOS2019 
dataset for 5G and beyond 5G networks.
Cons: No simulator was employed to simulate 
real 5G networks on IoT devices. Instead, 
a pre-collected dataset containing DDoS 
attacks was used.

Alnuman et 
al. [22]

Pros: Various Machine Learning algorithms 
have been employed successfully in DDoS 
attacks in IoT networks. An OMNeT++ 
simulator was used to create the IoT network.
Cons: Deep Learning algorithms have not 
been applied, and their effectiveness has not 
been applied to 5G networks in IoT devices.

Al-Qahtani 
[23]

Pros: The study proposed a novel hybrid 
optimized LSTM approach to predict various 
network attacks, including DDoS. A CNN 
was implemented to extract features from 
the IoT network, improving the accuracy of 
attack detection. Data was collected using 
OMNeT++, and additional datasets were 
employed to evaluate the performance of 
different Deep Learning-based intrusion 
detection systems.
Cons: The study has not been applied to 5G 
networks in IoT devices.

Bishnoi et al. 
[24]

Pros: The study presents a new Deep Learning 
method for real-time DDoS detection in IoT 
fog environments, combining CNN and LSTM 
networks with high accuracy and a low false 
alarm rate.
Cons: The study has not been applied to 5G 
networks in IoT devices.
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Bishnoi et al. [24] presented a novel Deep 
Learning methodology for detecting DDoS attacks 
in fog environments involving IoT devices. Their 
approach combined CNN and LSTM networks to 
monitor network traffic and identify DDoS attacks 
in real-time. Experimental results highlighted 
the effectiveness of this method, achieving high 
detection accuracy with a low false alarm rate.

Materials and Methods

In this section, we outline the 5G network utilized 
in this study, detailing the process of dataset ex-
traction and the application of Deep Learning tech-
niques for its analysis. Fig. 2 provides an overview 
of the proposed methodology

A. 5G Network
To establish our 5G network, we chose OM-

NeT++ for several reasons. It has a friendly graph-
ical user interface (GUI) that makes the conduct 
of simulations easy. Furthermore, OMNeT++ is an 
open-source tool [25]. OMNeT++ integrates the 
Simu5G framework in order to enhance the effec-
tiveness of creating 5G networks [26]. We installed 
OMNeT++ on an Ubuntu operating system, effec-
tively integrating it with both the Simu5G and INET 
frameworks. Moreover, we utilized the NED pro-
gramming language, and the respective versions 
of these components are presented in Table II.

1. Ubuntu: An open-source and free operating 
system, Ubuntu is built upon the Linux ker-
nel and meant for deployment on personal 
computers, electronic devices, and servers 
[27].

2. OMNeT++: Is a powerful and flexible simu-
lation library and framework created using 
C++, tailored specifically for building net-
work simulators [28].

3. Simu5G: Is an innovative simulation tool that 
models the data plane of 5G RAN and core 
networks and is the product of a partnership 
between Intel Corporation and the Com-
puter Networking Group at the University 
of Pisa, Italy. This tool is constructed with 
the OMNeT++ and INET frameworks and is 
specifically designed for simulating 5G New 
Radio and LTE networks [29].

4. INET Framework: Is an open-source OM-
NeT++ library of models for simulating 

Cons: The study has not been applied to 5G 
networks in IoT devices. 

Hussain et al. 
[20] 

Pros: The study proposed transforming network 
traffic into image representations for analysis 
using the ResNet CNN model, achieving high 
accuracy and demonstrating its effectiveness in 
detecting DoS and DDoS attacks. 
Cons: The study has not been applied to 5G 
networks in IoT devices. 

Amaizu et al. 
[21] 

Pros: This study has proven the effectiveness of 
DNN in DDoS attacks on the CICDDOS2019 
dataset for 5G and beyond 5G networks. 
Cons: No simulator was employed to simulate 
real 5G networks on IoT devices. Instead, a pre-
collected dataset containing DDoS attacks was 
used. 

Alnuman et al. 
[22] 

Pros: Various Machine Learning algorithms 
have been employed successfully in DDoS 
attacks in IoT networks. An OMNeT++ 
simulator was used to create the IoT network. 
Cons: Deep Learning algorithms have not been 
applied, and their effectiveness has not been 
applied to 5G networks in IoT devices. 

Al-Qahtani [23] Pros: The study proposed a novel hybrid 
optimized LSTM approach to predict various 
network attacks, including DDoS. A CNN was 
implemented to extract features from the IoT 
network, improving the accuracy of attack 
detection. Data was collected using OMNeT++, 
and additional datasets were employed to 
evaluate the performance of different Deep 
Learning-based intrusion detection systems. 
Cons: The study has not been applied to 5G 
networks in IoT devices. 

Bishnoi et al. 
[24] 

Pros: The study presents a new Deep Learning 
method for real-time DDoS detection in IoT fog 
environments, combining CNN and LSTM 
networks with high accuracy and a low false 
alarm rate. 
Cons: The study has not been applied to 5G 
networks in IoT devices. 
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taBLe II
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No  Tool Version

1 Ubuntu OS 20.4

2 OMNeT++ 6.0.1

3 Simu5G 1.2.1

4 INET 4.5
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communication networks. It encompasses 
Internet protocols and link layer protocols 
(wired and wireless) and provides the base 
for other simulation frameworks. It’s a useful 
tool for researchers and students working 
on communication networks, as it allows 
them to design and test new protocols and 
explore different scenarios [30].

5. NED: Is the topology description language 
of the OMNeT++ simulation environment, 
with the help of which the structure of a 
simulation model is described. It allows the 
user to declare simple modules, compound 
modules, and network definitions, specify-
ing the modules’ interfaces with gates and 
parameters and defining the submodules 
and their connections. The NED language 
has been designed to extend the applicabil-
ity of the OMNeT++ simulation models due 
to the complexity and growing size [31].

This study meticulously outlines the network ar-
chitecture of our 5G network, as depicted in Fig. 
3. This architecture comprises critical network el-
ements, encompassing a gNodeB (gNB), back-
groundCell, router, 100 New Radio User Equipment 
(NRUe) devices considered IoT devices, three 
hosts, and integral components of the 5G Core 
(5GC).
1. gNB: A 5G network node that manages re-

source management, mobility, and radio com-
munication between user equipment (UE) and 
the core network [32].

2. backgroundCell: Is a supporting or additional 
cell that offers more capacity and coverage.

3. 5GC: The 5GC consists of several essential 

subcomponents required for enabling mes-
sage transmission and authentication between 
devices. In Fig. 3, we included several of these 
subcomponents.

•	 Access and Mobility Management (AMF): 
Handles signaling communication between 
the UE and the Core Network. It also manages 
authentication and security protocols, as well 
as procedures for when the UE is in idle mode 
[33].

•	 User Plane Function (UPF): Acts as a gate-
way that connects the Radio Access Network 
(RAN) to the Internet. It is responsible for di-
recting and transmitting data packets [33].

•	 Session Management Function (SMF):  Is re-
sponsible for managing sessions and assign-
ing IP addresses to UE. It is also responsible 
for choosing and staffing the UPF for data 
transmission [34].

During the configuration process of the network, 
we dispersed the locations of individual nodes 
throughout the network topology.

B. Details of the simulation:
•	 Ipv4NetworkConfigurator: We configured it to 

enable the dumping of various network con-
figuration details during the simulation. These 
details included the IP addresses assigned 
to each network interface in the topology, 
network topology information such as which 
nodes were connected to which others, band-
width and delay information, and routing in-
formation such as which paths traffic took 
between nodes. By enabling these settings, 
the simulation was able to output detailed in-
formation about the network configuration and 
behavior, which could be utilized to debug is-
sues or analyze the simulation results.

•	 Routing settings: We configure the routing set-
tings by assigning the Global Address Reso-
lution Protocol (ARP) to all nodes with an IPv4 
module and how packets are routed between 
nodes.

•	 Visualization settings: The purpose of the visu-
alization settings is to display the IP addresses 
on the simulation image.

2 OMNeT++ 6.0.1 

3 Simu5G 1.2.1 

4 INET 4.5 
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•	 General Physical Layer parameters: We add-
ed the parameters required for configuring the 
NRUe devices and the gNB.

C. Network Scenarios
Our network operates in two distinct scenari-

os: the first is during normal data traffic, and the 
second is a DDoS attack.
•	 First scenario Normal data traffic: As shown in 

Fig. 3, our network operates similarly to oth-
ers, allowing the normal flow of data traffic be-
tween devices. All devices connected to the 
5G network can communicate with each other 
by sending PING, ensuring that data traffic 
reaches its intended destination.

•	 Second scenario DDoS attack: In this sce-
nario, we have introduced three host devic-
es that are directly connected to the router, 
as depicted in Fig. 4. In this case, our goal 
is to create a DDoS traffic stream to attempt 
to sever communication between each node. 
We achieve this by generating packets of un-
usually large size (1000 bytes) from all hosts 
and transmitting them at an exceptionally 
high speed (0.001 seconds) continuously. It 
is worth noting that this packet size is consid-
erably larger than the largest packet size that 
a host is typically required to accept, which 
is only 576 bytes [36]. The DDoS attack is 
transmitted to all units on the network, and a 
disrupted communication pattern is seen as 
abnormal traffic. Instead, communication is 
lost when the devices cannot communicate 
with each other.

D. Creating a Dataset with our 5G Networks
We compiled a dataset that consists of 512,666 

samples, including both benign data and DDoS at-
tacks, with 16 features shown in the following Table III. 
The count of benign samples reached 256,354, while 
the count of DDoS attacks amounted to 256,312.

E. Preprocessing
In our dataset, we have a large amount of null 

values, and we need to remove them. We will re-
move the columns with the least amount of data, 
specifically `count', `sumweights', `mean', `stddev', 
`min', `max', `underflows', `overflows', `binedges', 
and `binvalues'. We are filling missing values using 
the forward-fill method and converting columns to 
numeric values.

F. Applying Deep and Machine Learning
This section will discuss the Deep and Machine 

Learning algorithms that were used in this research 
for detecting DDoS attacks in 5G networks for IoT 
devices. For Deep Learning CNNs, LSTMs, FNNs, 
and DNNs were used, and we compared the re-
sults with three Machine Learning algorithms: SVM, 
KNN, and SGD.

v. resuLt and dIscussIon

To evaluate the performance effectiveness of 
our models in detecting DDoS attacks within our 
5G dataset, we utilize the confusion matrix, and a 
variety of measures derived from established equa-

• Ipv4NetworkConfigurator: We configured it to enable the dumping of various network configuration 
details during the simulation. These details included the IP addresses assigned to each network interface 
in the topology, network topology information such as which nodes were connected to which others, 
bandwidth and delay information, and routing information such as which paths traffic took between 
nodes. By enabling these settings, the simulation was able to output detailed information about the 
network configuration and behavior, which could be utilized to debug issues or analyze the simulation 
results. 

• Routing settings: We configure the routing settings by assigning the Global Address Resolution Protocol 
(ARP) to all nodes with an IPv4 module and how packets are routed between nodes. 

• Visualization settings: The purpose of the visualization settings is to display the IP addresses on the 
simulation image. 

• General Physical Layer parameters: We added the parameters required for configuring the NRUe 
devices and the gNB. 

 
 
 
 
 
C. Network Scenarios:  

Our network operates in two distinct scenarios: the first is during normal data traffic, and the second is a DDoS 
attack.   
• First scenario Normal data traffic: As shown in Fig. 3, our network operates similarly to others, allowing 

the normal flow of data traffic between devices. All devices connected to the 5G network can communicate 
with each other by sending PING, ensuring that data traffic reaches its intended destination. 

• Second scenario DDoS attack: In this scenario, we have introduced three host devices that are directly 
connected to the router, as depicted in Fig. 4. In this case, our goal is to create a DDoS traffic stream to 
attempt to sever communication between each node. We achieve this by generating packets of unusually 
large size (1000 bytes) from all hosts and transmitting them at an exceptionally high speed (0.001 seconds) 
continuously. It is worth noting that this packet size is considerably larger than the largest packet size that a 
host is typically required to accept, which is only 576 bytes [36]. The DDoS attack is transmitted to all units 
on the network, and a disrupted communication pattern is seen as abnormal traffic. Instead, communication 
is lost when the devices cannot communicate with each other.              

                                                  
Fig. 4. Second scenario DDoS attack [35]. 

D. Creating a Dataset with our 5G Networks: 
We compiled a dataset that consists of 512,666 samples, 
including both benign data and DDoS attacks, with 16 
features shown in the following Table III. The count of 
benign samples reached 256,354, while the count of 
DDoS attacks amounted to 256,312. 
 
 
 
 

TABLE III. FEATURES IN OUR 5G NETWORK DATASET 

No Features No Features 
1 sumweights 9 mean 

2 type 10 stddev 

3 module 11 min 

4 name 12 max 

5 attrname 13 underflows 

6 attrvalue 14 overflows 

7 value 15 binedges 

8 count 16 binvalues 

Fig. 4. Second scenario DDoS attack [35].

taBLe III
features In our 5g network dataset

No Features No Features

1 sumweights 9 mean

2 type 10 stddev

3 module 11 min

4 name 12 max

5 attrname 13 underflows

6 attrvalue 14 overflows

7 value 15 binedges

8 count 16 binvalues
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tions. These are very useful performance measure-
ments during model assessment.

1. Accuracy: Calculating the accuracy rate 
for the entire model is according to the fol-
lowing equation:

TP + TN
14

TP + TN + FP + FN
2. Recall: Calculating the detection rate for 

the entire model is according to the follow-
ing equation:

TP
14

TP + FN
3. Precision: Shows the accuracy of correct 

positive predictions according to the fol-
lowing equation:

TP
37

TP + FP
whereas:
TP = True Positives.
TN = True Negatives.
FP = False Positives.
FN = False Negatives.
The dataset is divided into two subsets: 80% for 

training and validation, and 20% for testing. Within 
the training and validation set, 70% is allocated to 
training data and 10% to validation data. This re-
sults in 410,132.8 training samples and 102,533.2 
testing samples. It is important to note that the fea-
tures in our dataset have varying value ranges. To 
ensure that larger values do not dominate smaller 
ones, we employ the Min-Max Scaler. This scaling 
technique uses linear normalization to map all fea-
ture values onto a (0,1) scale. The results of the 
models are summarized in Table V.

Based on the results obtained, it was found that 
the KNN algorithm achieved the highest accuracy 
at 99.83%, followed by the SVM algorithm with an 
accuracy of 99.75%, and the CNN algorithm with an 
accuracy of 99.74%. Next was the FNN algorithm 
with an accuracy of 99.53%, and finally, the SGD al-
gorithm with an accuracy of 99.27%. However, two 
algorithms achieve significantly poorly compared 
to the previously mentioned algorithms. That is, the 
DNN algorithm achieved an accuracy of 50%, while 

the LSTM algorithm achieved an accuracy of 49%, 
while they both demonstrated 64.73% in F1 score.

The KNN algorithm delivered the best prediction 
results for detecting DDoS attacks in our dataset 
and is recognized as one of the top 10 algorithms 
in data mining [38]. KNN demonstrated exceptional 
effectiveness after determining the optimal value of 
kkk, which was found to be 5 for our dataset.

The SVM algorithm also showed high performance 
in both binary and multi-class classification, particu-
larly when applied to challenging datasets that are 
large, imbalanced, or contain low-quality data [39]. 
Data classification was performed using the radial 
basis function (RBF) kernel, with five-fold cross-vali-
dation employed to ensure robust evaluation.

CNN proved significantly effective, utilizing mul-
tiple 1D convolutional layers and 1D MaxPooling 
layers. The preference for 1D convolutional layers 
over 2D layers was driven by their faster training 
time and the lack of a requirement for a dedicated 
GPU [40].

The FNN architecture, consisting of multiple hid-
den and fully connected layers, exhibited strong 
predictive capabilities. This structure effectively 
differentiated between normal traffic and DDoS at-
tacks within the dataset.

The SGD classifier performed well in binary 
classification tasks, with three-fold cross-validation 
used for evaluation. While its precision reached 
98%, it was the lowest among the tested models, 
as other models achieved a precision of 99%.

As mentioned earlier, the DNN and LSTM mod-
els achieved lower accuracy compared to the other 

taBLe v
resuLt of aPPLyIng deeP and MachIne LearnIng ModeLs to our 5g 

network dataset

Model Accuracy Precision Recall F1 Score

CNN 99.74% 99.87% 99.61% 99.74%

LSTM 49.99% 62.97% %80.60 %64.73

FNN 99.53% 99.53% 99.54% 99.53%

DNN 50.14% 55.97% %80.61 64.74%

SVM 99.75% 99.88% 99.62% 99.75%

KNN 99.83% 99.81% 99,84% 99.83%

SGD 99.27% 98,59% 99.97% 99.27%
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models. However, this does not imply ineffective-
ness in detecting DDoS attacks or binary classifi-
cation tasks. Rather, it suggests that these models 
may not be fully compatible with our dataset. Per-
formance variations could result from factors such 
as model architecture and the characteristics of the 
training data. Further experimentation, including 
hyperparameter tuning and alternative preprocess-
ing techniques, may enhance the performance of 
these models in future studies.

The DNN model employed a simple architecture, 
inspired by the remarkable results achieved by oth-
er Deep Learning models despite their simplicity

In this study, each model demonstrated dis-
tinct advantages and limitations. The CNN model 
achieved remarkable results, effectively extracting 
relevant features from data and handling noise and 
irrelevant information, although it required significant 
computational resources for training. The LSTM mod-
el, well-suited for time-series and sequence-based 
tasks, produced the lowest results and also de-
manded considerable computational power.

The FNN model delivered excellent perfor-
mance, was straightforward to implement, and had 
fast training times; however, it required more mem-
ory. The DNN model, despite its complexity, did not 
achieve satisfactory results and consumed signif-
icant computational resources. The SVM model 
performed exceptionally well but was sensitive to 
kernel selection and hyperparameters, requiring 
substantial resources during training.

The KNN model, though simple and easy to use, 
produced strong results but also required consider-
able computational power. The SGD model demon-
strated good performance, was memory-efficient, 
and had relatively low computational demands, but 
it required careful parameter tuning.

Overall, each model showcased unique 
strengths and weaknesses, and their suitability de-
pends on the specific requirements and constraints 
of the task.

vI. concLusIon

In this paper, we applied four Deep Learning 
algorithms—CNN, LSTM, FNN, and DNN—and 
compared the results with three Machine Learning 

algorithms—SVM, KNN, and SGD—to detect DDoS 
attacks in a dataset specifically designed for IoT 
devices within 5G networks. The performance of 
our models was evaluated using a confusion ma-
trix. CNN, FNN, SVM, SGD, and KNN achieved high 
accuracy levels of 99%, whereas LSTM and DNN 
recorded accuracy levels of 49% and 50%, respec-
tively. These results demonstrate that Deep and 
Machine Learning algorithms can significantly en-
hance the protection of IoT devices in 5G networks.

For future work, we propose experimenting with 
alternative models beyond those used in this study. 
Additionally, we recommend utilizing the NETA 
framework within OMNeT++, which facilitates the 
generation of various attacks and their detection 
using the integrated TensorFlow framework. Fur-
thermore, creating complex scenarios with OM-
NeT++ frameworks, such as simulating a group 
of drones covering different locations, could add 
value. These drones, which can be moved using 
X-Plane software, may simulate potential DDoS 
attacks. We suggest leveraging the TensorFlow 
framework embedded in OMNeT++ to efficiently 
detect and mitigate these attacks.
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