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Abstract
In today’s world, reliance on technology is rapidly growing across critical sectors such as business, banking, 

healthcare, and education. While technology enhances convenience and efficiency in daily activities, its failure 
can lead to significant disruptions. A notable global incident caused by a fault in CrowdStrike software disrupted 
the availability aspect of the Confidentiality, Integrity, and Availability (CIA) triad in cybersecurity, impacting 
Microsoft Windows users. The issue stemmed from the Falcon sensor, a faulty update that triggered the Blue 
Screen of Death (BSOD) due to a mismatch in parameters within the sensor code and the Inter-Process 
Communication (IPC) Template Type. To resolve the problem, CrowdStrike implemented runtime array bounds 
checks in the Content Interpreter function and validated input parameters to ensure system stability. These 
corrective measures aimed to prevent similar incidents and restore normal functionality for affected users. 
This paper introduces a case study that provides an overview of CrowdStrike, examines the incident in detail, 
identifies the root cause, outlines the remediation techniques employed, and highlights key lessons learned. It 
emphasizes the importance of effective incident response strategies and the use of canary testing to mitigate 
the impact of future technological failures.

I. INTRODUCTION

Technology has become an integral part of our 
daily lives, fundamentally transforming how we 
connect, work, and live. Global communication, 
online shopping, and making reservations have 
become easier and faster because of technology. 
Recently, in July 2024, a global technology out-
age impacted approximately 8.5 million Windows 
devices, disrupting critical services across multiple 

industries. This widespread disruption was caused 
by a fault in the enterprise software provided by 
CrowdStrike. CrowdStrike is a third-party provider 
of cybersecurity services, offering software solu-
tions designed to protect its clients from cyber 
threats. CrowdStrike provides services such as 
threat intelligence, endpoint protection, and inci-
dent response to ensure the security and reli-
ability of its clients’ systems worldwide. One of 
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its key products, Falcon software, is widely used 
by organizations to secure their systems against 
cyberattacks [1]. This incident underscores the 
critical importance of securing the software supply 
chain, as any vulnerabilities or failures can expose 
organizations to significant risks [2]. Despite 
these assurances, a faulty software update in 
the CrowdStrike Falcon sensor led to an outage 
that triggered the Blue Screen of Death (BSOD) 
for Microsoft Windows users [3]. The BSOD is a 
critical error screen that appears when Windows 
encounters a severe system failure, as shown in 
Fig 1. This incident highlights the inherent risks in 
the software supply chain and the potential for dis-
ruptions to compromise system reliability. In cyber-
security, the CIA triad: Confidentiality, Integrity, and 
Availability, provides a comprehensive framework 
for assessing and managing security risks. These 
three principles are essential for minimizing risks 
to data, maintaining trust, and ensuring opera-
tional resilience. However, the increasing reliance 
on technology introduces significant challenges, 
particularly in maintaining the availability of sys-
tems and data. Availability refers to the ability to 
provide timely and reliable access to systems and 
data whenever required. The CrowdStrike incident 
compromised the availability of the CIA triad, caus-
ing a widespread outage that disrupted system 
access across numerous industries. The impact 
of this outage was far-reaching, affecting sectors 
such as airlines, airports, hotels, banks, manufac-
turing, healthcare, gas stations, the stock market, 
and many others [1]. Despite the severity of the 
incident, there is a notable lack of case studies 
analyzing the CrowdStrike outage, leaving many 
questions unanswered and limiting deeper insights 
into the root cause and implications of the event. 
This gap highlights the need for detailed analy-
sis and research to address these questions. The 
study’s primary contributions aim to fill that gap by 
providing a thorough examination of the incident’s 
root cause, comparing it to similar cases in soft-
ware supply chain security, and proposing effec-
tive solutions to prevent such occurrences in the 
future. By addressing these aspects, this study 
contributes to a better understanding of the risks 
associated with software supply chain vulner-
abilities and offers actionable recommendations 

to enhance cybersecurity resilience. This paper 
is organized into seven key sections to provide a 
comprehensive analysis of the CrowdStrike inci-
dent and its broader implications. The introduction 
outlines the incident within the context of cyber-
security, emphasizing the importance of securing 
the software supply chain. The Background sec-
tion explains the role of the Falcon sensor and its 
operation within operating system architecture. The 
Analysis & Discussion section delves into techni-
cal details, the root cause of the incident, findings, 
phishing campaigns, comparisons with similar inci-
dents, and financial implications. The Solutions & 
Remediation section highlights the importance of 
software deployment testing and details various 
techniques used in the process. The Methodology 
section describes how the study was conducted 
to assess its validity and reliability. The Lessons 
Learned & Recommendations section identifies the 
key lessons learned from the CrowdStrike incident 
and provides actionable recommendations for 
organizations. Finally, the conclusion summarizes 
the key findings and proposes preventive mea-
sures to mitigate future incidents.

II. bACKGROUND

The Falcon sensor is an Endpoint Detection 
and Response (EDR) software installed on cli-
ent devices operating at the kernel driver level to 
provide cyberattack response services and threat 
intelligence, ensuring the protection of endpoint 
users. The Falcon sensor monitors critical system 
activities such as process and thread creation, 
as well as file operations like saving, deleting, 
and modifying. By observing these activities, it 
can detect and block suspicious actions, offer-
ing robust protection against potential threats. In 

Fig. 1.   Blue Screen Of Death (BSOD)[1]
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the Windows operating system, hardware devices 
and software applications communicate through 
drivers, categorized into two types: kernel mode 
and user mode. Applications in kernel mode have 
the highest level of access and can directly inter-
act with critical system resources. However, if a 
kernel-mode application encounters an error, it 
can crash the entire operating system. In contrast, 
user-mode applications operate with restricted 
access and must make system calls to interact with 
system resources, limiting the impact of crashes to 
only the specific application involved [4][5]. The 
C:/Windows/System32/drivers directory contains 
essential system files, including the Falcon sen-
sor, which operates in kernel mode and has deep 

access to system resources [6]. To address emerg-
ing threats, CrowdStrike regularly releases patches 
for the Falcon sensor. However, a faulty software 
update caused a system crash and a BSOD due 
to its kernel integration. Fig 2 illustrates applica-
tions like Google Chrome, PDF Reader, Microsoft 
PowerPoint, and Microsoft Word functioning in user 
mode. These applications must request access to 
system resources from the kernel. For example, 
when saving a Word document, the application 
sends a system call to the kernel for permission 
to write to the disk. In contrast, the Falcon sensor 
operates in kernel mode, allowing direct access to 
system resources without needing to make such 
requests.

III. ANALYSIS & DISCUSSION

As part of the analysis of the CrowdStrike 
incident, this section provides a comprehensive 
examination of the technical aspects. It includes 
detailed explanations of technical terms, an explo-
ration of the root cause of the incident, clarification 
of key findings, and a demonstration of how attack-
ers activated phishing campaigns. Additionally, it 
offers a comparison with similar occurrences and 
discusses the resulting downtime and financial 
implications.

A. Technical Terms

Several technical terms must be defined to 
understand the CrowdStrike incident fully, such 
as Falcon Sensor, Channel File, Rapid Response 
Content, Content Interpreter, Template Type, 
Template Instance, Inter-Process Communication 
(IPC), IPC Template Type, and Named Pipes.

1)  Falcon Sensor

The Falcon sensor is software executed locally 
on the client’s device. It monitors user activities 
and takes preventive measures to block malicious 
actions. There is constant communication between 
the Falcon sensor and the CrowdStrike cloud. The 
Falcon sensor sends telemetry to the CrowdStrike 
cloud, which consists of data collected from client 
devices to analyze user system activities and deter-
mine whether they are legitimate or suspicious. In 
contrast, the CrowdStrike cloud sends content to 
the Falcon sensor and provides updates on the 

Fig. 2.   User Mode and Kernel Mode
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latest threats, which can assist in detecting and 
responding to new threats on client devices [7][8].

2)  Channel File

The Channel File is an instruction manual con-
taining configuration information, including allow-
lists and blocklists, to guide the sensor’s proper 
operation. This file is stored on the client device 
and can be updated dynamically without user 
intervention. The CrowdStrike Cloud periodically 
sends content updates through administrators 
based on threat intelligence and changes in user 
behavior [7].

3)  Rapid Response Content

The Rapid Response Content is used to gather 
telemetry from client devices. CrowdStrike sends 
channel file updates through this rapid response 
content, which is designed to quickly enhance the 
security system [7].

4)  Content Interpreter

The Content Interpreter is a component of the 
Falcon sensor that interprets and translates the 
channel file content from Rapid Response Content. 
It functions similarly to a compiler in coding [7].

5)  Template Type

The Template types, like blueprints or 
pre-defined forms, are written in code to respond 
to threat behaviors. To simplify, each channel file is 
associated with a specific template type [7].

6)  Template Instance

Each Template Instance is associated with a 
specific template type, which is a sequence of 
instructions for the sensor to recognize a specific 
threat behavior, enabling it to detect and prevent 
that behavior [7].

7)  Inter-Process Communication (IPC)

Inter-process communication refers to the meth-
ods and mechanisms provided by an operating 
system that enable multiple processes to commu-
nicate and share data and memory [7].

8)  IPC Template Type

The IPC template type is a pre-defined form 
used for inter-process communication to detect 

and identify threats. It monitors unauthorized or 
unusual communications between different pro-
cesses [7].

9)  Named Pipes

The Named pipes are an example of IPC that 
allows different software applications to communi-
cate within the same computer [7].

B. Technical Analysis

Many organizations rely on third-party security 
services, such as CrowdStrike, to safeguard their 
digital infrastructure. The Falcon sensor operates 
in kernel mode, granting deep access to system 
resources on the client device to protect against 
malicious activities and threats. The CrowdStrike 
Cloud dynamically sends updates to the Falcon 
sensor without user intervention. However, a faulty 
update impacted the kernel level, which is the core 
of the Windows operating system. The Falcon sen-
sor is interconnected with the sensor content found 
in Rapid Response Content, which collects telem-
etry data and identifies indicators of threat behav-
ior. This integration enhances the system’s ability to 
detect and respond to potential threats effectively. 
Channel Files are delivered to the sensor through 
Rapid Response Content and interpreted by the 
Content Interpreter. Each Channel File is associ-
ated with specific Template Types. CrowdStrike 
released a new configuration update for Channel 
File 291 and established a new Template Type, 
the IPC Template Type, to detect malicious mis-
use of Named Pipes. In this IPC Template Type, 21 
input parameters are defined; however, when the 
Content Interpreter processes the Channel File 291 
Template Instance content, the integration code 
invokes only 20 inputs. This mismatch in param-
eters caused an issue when the Content Interpreter 
attempted to access the 21st value, resulting in an 
out-of-bounds memory read issue and leading to 
a BSOD (Blue Screen of Death) loop, an endless 
crash cycle that caused a global outage affecting 
Windows 10, Windows 11, and various Windows 
Server versions. Since CrowdStrike enabled auto-
matic updates without gradual rollout, all systems 
were affected simultaneously [9][10]. Fig 3 illus-
trates the architecture of the Falcon sensor and 
summarizes the CrowdStrike incident.
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Fig. 3.  Falcon Sensor Architecture



JISCR 2025; Volume 8 Issue (1)

CrowdStrike Causes Global Microsoft Outage: A Case Study68

C. Findings and Mitigations

CrowdStrike clarified that the sensor compile 
process failed to verify the number of fields in the 
IPC Template Type, and the Content Interpreter 
lacked runtime array bounds checks. During 
the sensor compile phase, the code is typically 
reviewed to ensure it is precise, efficient, and capa-
ble of protecting systems against potential threats. 
The primary issue arose in Channel File 291, where 
the sensor code specified 20 input sources, while 
the IPC Template Type defined 21 inputs. This mis-
match went undetected during development, high-
lighting a gap in the quality assurance (QA) testing 
process. Additionally, the Content Interpreter did 
not include a runtime array bounds check, allow-
ing attempts to access non-existent array inputs, 
which could lead to system instability or failure. 
To address these issues, CrowdStrike released a 
patch that introduced a validation mechanism to 
ensure the number of inputs in the template type 
is verified during the compile process, along with 
adding a runtime bounds check to the Content 
Interpreter function [9]. The initial lack of validation 
stemmed from an insufficient software testing pro-
cess, suggesting that the incident could have been 
avoided with more thorough testing and validation 
procedures. Implementing various validation meth-
ods such as fuzz testing, regression testing, formal 
verification, and canary testing could significantly 
enhance the overall testing process. Fuzz testing, 
for instance, improves the reliability and security of 
software updates by injecting malformed or ran-
dom inputs to identify abnormal behaviors, while 
regression testing ensures that applications func-
tion correctly after code changes. Formal verifica-
tion uses mathematical methods to confirm that 
software meets specified requirements, and canary 
testing rolls out new versions to a small user group 
to catch issues early, preventing larger impacts 
[11][12].

D. Phishing Campaigns

The phishing campaigns achieved high suc-
cess rates, as global panic enabled the attackers 
to leverage the situation to trick CrowdStrike cli-
ents. Attackers are exploiting the outage incident 
through a phishing campaign. They impersonate 
CrowdStrike in fraudulent emails, falsely claiming to 
provide troubleshooting assistance for the outage. 

To deceive clients, the attackers employ various 
techniques, including voice scams, malicious 
emails with harmful links, typosquatting domains, 
and ZIP files containing malware or malicious 
scripts, all designed to target CrowdStrike clients 
[13]. Additionally, masquerading attacks involve 
manipulating malicious files and programs by alter-
ing their metadata and renaming them with legiti-
mate names to appear trusted. To effectively detect 
the masquerading attack, it is recommended to 
use file integrity monitoring (FIM). This technology 
identifies unauthorized changes to files, programs, 
directories, and systems [14].

The real-world cases of malware infections:

 1- Stealer Macro Malware:
Macro malware is stealthily injected into 

Microsoft Office files. The attackers, impersonat-
ing Microsoft, created a fake recovery manual in 
a Word document that contained hidden stealer 
macro malware designed to steal CrowdStrike cli-
ent information. They delivered this malicious doc-
ument via email attachments or as ZIP files to their 
victims. Once activated, the stealer malware termi-
nates all running browser processes and proceeds 
to collect sensitive credentials, including login data 
and cookies. Its goal is to extract confidential infor-
mation from the victim’s device. After stealing the 
data, the malware saves it in a text file within the 
temporary %TMP% folder. Finally, it transmits this 
text file to the attackers through a command and 
control server [15][16] see Fig. 4.

Fig. 4.  Malicious Word attachment in the phishing email [17]
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 2- Data Wiping Malware new:
The attacker is exploiting the CrowdStrike out-

age by sending a phishing email with an attached 
malicious PDF file that claims to offer a solution to 
the issue. This PDF as illustrated in Fig. 5.contains 
a harmful link, and once the victim clicks it, a ZIP 
file containing wiper malware is downloaded. The 
wiper malware then executes its payload, wip-
ing the data by overwriting files with zero bytes, 
effectively destroying the stored information on the 
device [16][17].

E. Financial And Operational Impacts

IT disruptions caused significant financial 
losses and operational impacts across several 
sectors, including aviation, healthcare, business, 
government, and banking. The outage obstructed 
operational efficiency in all these sectors, leading 
to delays in services. For instance, airlines experi-
enced flight delays and cancellations, with some 
passengers receiving handwritten boarding passes 
due to system failures. In healthcare, providers 
encountered similar challenges; medical staff 
could not access electronic health records, medi-
cal histories, and treatment plans, which posed 
risks to patient safety. Additionally, many busi-
nesses experienced service interruptions, resulting 
in financial losses and decreased productivity. The 

government sector, interconnected with depart-
ments such as transport authorities, emergency 
response networks, and customs systems, is par-
ticularly vulnerable; any disruption in this area can 
affect all services. Furthermore, banking faced 
challenges due to disruptions in critical services 
like transaction processing, user account access, 
and delayed wire transfers, leading to further finan-
cial losses and operational impacts [18][19]. The 
economic loss due to downtime varies depending 
on the number of affected clients and the dura-
tion of the outage. While the precise amount of 
losses from the CrowdStrike outage is not publicly 
available, Fortune magazine publishes an annual 
list of the 500 largest companies based on their 
total revenue. The incident affected over 25% of 
Fortune 500 companies. The most impacted sec-
tors are airlines, with an impact rate of 100%; bank-
ing, with an impact rate of 76%; and healthcare, 
with an impact rate of 75%. The estimated financial 
impact is reported to be $5.4 billion, according to 
the Parametrix report. As a result of the outage inci-
dent, CrowdStrike’s reputation suffered, leading to 
a significant drop in its stock price [20].

F. Saudi Arabia’s Situation During the Incident

The CrowdStrike incident outage had a sig-
nificant global impact; however, the Kingdom of 
Saudi Arabia was less affected, according to the 
Saudi National Cybersecurity Authority (NCA) [21]. 
This was largely due to legislation issued by the 
NCA that prevents data transfer outside the geo-
graphical boundaries of the Kingdom. This legis-
lation conflicts with CrowdStrike’s operations, as 
the company relies on sending information from 
user devices to its main center in the United States 
[22]. Additionally, the Saudi Central Bank (SAMA) 
confirmed that all its systems, including banking 
and national payment systems, remained secure. 
SAMA stated that it regularly reviews and updates 
its precautionary measures to maintain the effi-
ciency and resilience of its business continuity 
plan and banking systems, thereby ensuring high 
operational efficiency [23]. During the incident, air-
ports activated the joint operations room to imple-
ment appropriate plans for maintaining operational 
continuity [24].  

Fig. 5.   Malicious PDF attachment in the phishing email [17]
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G. Comparison With Similar Incidents

Table I compare three significant software supply 
chain incidents involving CrowdStrike, SolarWinds, 
and Kaseya, outlining aspects such as incident 
types, platforms, causes, and impacts. In 2024, 
CrowdStrike faced a global IT incident due to an 
internal software defect in an update to the Falcon 
Sensor. This issue arose from a failure in quality 
assurance (QA) testing, which did not detect the 
defect before deployment. As a result, the company 
experienced several days of downtime and an esti-
mated loss of $5.4 billion in revenue. Although this 
incident was not a direct cyberattack, it indirectly 

highlighted significant risks within the supply chain 
[19][25]. In contrast, SolarWinds experienced a 
more explicit attack in 2020, exploiting a compro-
mised Software Development Lifecycle (SDLC). 
Insufficient security measures enabled attackers to 
target the build environment, modifying the source 
code by injecting the SUNBURST backdoor into 
the Orion software, which went undetected. This 
malware was distributed to clients through a legiti-
mate update, allowing the theft of sensitive data 
and resulting in impacts that lasted for months, with 
an estimated loss of $100 billion in revenue [26]. 

TABLE I
COMpARISON TAbLE

Aspect CrowdStrike SolarWinds Kaseya    

Company Overview CrowdStrike is a provider 
of cloud-native cyber-
security solutions com-
pany aimed at protecting 
endpoints.

SolarWinds is an IT infra-
structure management 
software company that 
specializes in monitor-
ing network devices and 
traffic.

Kaseya provides IT man-
agement and monitoring 
solutions that enable 
remote monitoring and 
management of clients 
through its Virtual Sys-
tem Administrator (VSA) 
platform.

Platform Falcon Platform Orion Platform VSA Platform
Type of Incident Accidental global IT out-

age due to faulty update
Compromised software 
update

Zero-day vulnerability in 
Kaseya VSA software

Type of Cyber Attack Not a cyber attack Supply chain attack Ransomware supply 
chain attack

Cause Faulty update to the Fal-
con Sensor

Malicious update con-
tains a backdoor known 
as SUNBURST injected 
by attackers into Solar-
Winds Orion software

Leveraging a zero-day 
vulnerability in Kaseya 
VSA software allowed 
unauthorized access to 
VSA servers, leading to 
the distribution of ran-
somware to all connected 
client systems.

Year 2024 2020 2021
Downtime Duration A few days Months Several days to weeks
Estimated Economic 
Impact

$5.4 billion $100 billion More than $1 billion

Supply Chain 
Vulnerability

 Internal software defect Compromise of the 
software development 
lifecycle

Zero-day vulnerability in 
VSA software

SDLC or QA Failure QA testing failure SDLC failure QA testing failure
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Furthermore, the 2021 Kaseya ransomware attack 
resulted from inadequate security testing and QA 
failures, which permitted a zero-day vulnerabil-
ity to remain undetected in production. Attackers 
exploited this flaw in Kaseya’s Virtual System 
Administrator (VSA) software, bypassing authenti-
cation to gain unauthorized access to VSA servers. 
The ransomware was distributed to clients, leading 
to several days or even weeks of downtime, ran-
som payments, and estimated losses exceeding 
$1 billion [27]. While these incidents illustrate com-
mon vulnerabilities in the software supply chain, 
the QA testing failures in CrowdStrike and Kaseya, 
although similar, led to different consequences: an 
accidental outage for CrowdStrike and a ransom-
ware attack for Kaseya. In contrast, the SolarWinds 
incident primarily resulted from a compromise in 
the SDLC rather than QA testing shortcomings. 
Overall, vulnerabilities within the supply chain and 
dependencies on third-party software pose signifi-
cant risks in cybersecurity. By learning from these 
incidents and past failures, organizations can 
strengthen their defenses against future threats. 
Adopting secure development practices, ensuring 
software compliance, managing third-party depen-
dencies, implementing zero-trust architecture, and 

enforcing stringent identity and access manage-
ment are crucial steps [28]. These measures are 
essential for securing the software development 
process and enhancing QA practices to mitigate 
risks associated with supply chain vulnerabilities 
and maintain trust in software and services.

IV. SOLUTIONS & REMEDIATION TECHNIqUES

Software deployment testing is a critical prac-
tice that involves thoroughly testing new software 
updates before their release to ensure applications 
are free from bugs or other potential issues. A vari-
ety of techniques are employed in this process, 
including sandbox testing [29], rollback system 
techniques [30], virtual desktop infrastructure (VDI) 
[31], blue-green deployment, and canary deploy-
ment. By implementing software deployment 
testing, organizations can proactively address 
potential issues in future updates and maintain 
the availability and reliability of their applications.  
Fig. 6 provides an overview of each technique and 
its concept.

Table II provides a summary of various tech-
niques, including their advantages, disadvan-
tages, and associated costs, that can be utilized 

Fig. 6.   Conceptual diagram of Software deployment testing techniques
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to mitigate the risks and impacts of issues arising 
from new software updates. Organizations can 
select the most appropriate technique based on 
their budget and specific requirements. According 
to CrowdStrike, following an incident, they plan to 
implement canary testing [9]. This method involves 
dividing users into two groups as shown in Fig. 7 
95% will continue using the existing version of the 
software, while 5% will receive the new software 
update. Canary testing minimizes risk by initially 
releasing

the new version to a small subset of users, allow-
ing potential issues to be identified and addressed 
before the update is rolled out to the broader user 
base. This approach enhances system stability by 
detecting and resolving problems early. The testing 
process further involves gradually introducing new 

features and closely monitoring their performance. 
If the subset of users encounters no issues, the 
remaining users are seamlessly migrated to the 
updated version. However, if any problems occur, 
the system can quickly roll back to the previous 
version to avoid disruptions [12].

V. METHODOLOGY

The methodology section explains the process 
of conducting the case study, detailing the analy-
sis approaches and data collection methods. This 
ensures that readers gain a clear understanding of 
the research process and can assess the study’s 
reliability. The notable lack of case studies on the 
recent CrowdStrike incident leaves many ques-
tions unanswered, making it a compelling and 
timely subject for investigation.

A. Analysis Approach

This study uses both qualitative and quantitative 
approaches to analyze the CrowdStrike incident, 
allowing for a deeper understanding of the event.

1. Qualitative approach:
The qualitative approach involves analyzing 

textual data, emphasizing technical details to pro-
vide an in-depth explanation of complex events, 
such as the CrowdStrike outage incident.

2. Quantitative approach:
The quantitative approach focuses on analyz-

ing numerical data to conduct statistical analyses, 
providing insights into the financial impacts and 
operational downtime caused by the CrowdStrike 
incident.

TABLE II
Summary Table

Technique Advantages Disadvantages Cost

Sandbox 

Testing

- Testing the 

new version 

of the soft-

ware in a safe 

environment

Complexity Moderate

Rollback 

System

- Enhanced 

disaster 

recovery

Risk of data 

consistency 

issues

Moderate

VDI - Control the 

infrastructure 

remotely

- Scalability

Latency 

issues that 

impact the user 

experience

High

Blue-Green 

Deployment

- Allows quick 

rollbacks if 

issues arise

- Minimizes 

risks

- Reduce 

downtime

Requires two 

environments 

which will 

increase the 

cost

High

Canary 

Deployment

- Allows quick 

rollbacks if 

issues arise

- Minimizes 

risks

- Reduce 

downtime

Complexity Moderate 

(Lower than 

Blue-Green 

deployment)

Fig 7.   Canary Testing Deployment
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B. Data Collection Sources

Data collection is the process of acquiring data 
from different sources. To conduct the case study, 
a variety of primary and secondary data sources 
were included. These sources were analyzed to 
explain the CrowdStrike incident in detail and 
answer the readers’ questions.

1)  Primary sources:

Data collected for a specific purpose originated 
from original sources created by individuals who 
directly experienced the event. This data con-
sists of original documents, not interpretations or 
summaries from other sources. In this case study, 
primary sources include technical reports, official 
blogs, press releases, and social media posts from 
authoritative organizations. This diverse range of 
materials enhances the reliability and depth of the 
analysis.

	 ▪	 Technical Reports:
These documents provide an in-depth 
analysis of specific technical topics. This 
study utilizes the CrowdStrike Root Cause 
Analysis (RCA) report, which is a type of 
technical report.

	 ▪	 Official Blogs:
The official CrowdStrike blog provides 
direct, original information and analysis of 
the incident.

	 ▪	 Press Releases:
An official statement issued by organi-
zations to announce or share informa-
tion about new events, specifically the 
CrowdStrike incident.

	 ▪	 Official Social Media Posts:
Official accounts on the X platform, includ-
ing CrowdStrike, Microsoft, airports, banks, 
and more, disseminate news, updates, and 
announcements related to the CrowdStrike 
incident outage.

2) Secondary sources:

Data is derived from the interpretation, analysis, 
and summarization of primary sources and is gen-
erated by individuals other than the original source. 
In this case study, secondary sources encompass 
journal papers, news articles, white papers, and 

blogs. Leveraging these secondary sources facili-
tates diverse interpretations of primary data, offer-
ing a more comprehensive understanding of the 
topic. This approach enhances the analysis by 
incorporating various perspectives and insights.
	 ▪	 Journal Papers:

A wide range of journal articles, including 
research papers and review articles are 
utilized to provide detailed insights into the 
CrowdStrike outage incident.

	 ▪	 News Articles:
Journalists analyze and interpret informa-
tion from various sources to provide clar-
ity and detailed insights into the incident 
through news articles.

	 ▪	 White Papers:
A document that does not present origi-
nal research findings directly but instead 
provides a detailed report interpreting 
and discussing information from various 
sources about the CrowdStrike incident.

	 ▪	 Blogs:

Some general cybersecurity blogs are uti-
lized, offering information about the out-
age incident based on insights from other 
sources.

C. Selection Criteria

A diverse range of sources was selected based 
on key criteria, including relevance, timeliness, and 
credibility, to ensure the reliability, accuracy, and 
pertinence of the data regarding the CrowdStrike 
outage incident.

	 ▪	 Relevance:
The selection was based on sources relat-
ing directly to CrowdStrike incident out-
age data, including root causes, technical 
analysis, key findings, impacts, and con-
sequences to ensure data reliability.

	 ▪	 Timeliness:
The sources were selected based on 
recent publications to ensure the data is 
accurate, reliable, and not outdated.

	 ▪	 Credibility:

The data was collected from official 
credible sources, such as CrowdStrike, 
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Microsoft, and published research papers, 
to ensure data trustworthiness.

VI. LESSONS LEARNED & RECOMMENDATION

The lessons learned from the CrowdStrike inci-
dent underscore the critical importance of effective 
software supply chain security management, rigor-
ous software deployment testing to ensure software 
quality and system reliability, and the implementa-
tion of robust business continuity planning (BCP) 
and incident response plans to minimize disrup-
tions to business operations. Preparing a BCP and 
an incident response plan in advance enhances 
organizational resilience and helps maintain system 
availability during crises. Furthermore, maintaining 
up-to-date snapshots and backups is essential for 
ensuring business continuity, as best practices in 
managing these resources enable organizations to 
recover quickly from incidents and sustain opera-
tional stability.

VII. CONCLUSION

The CrowdStrike incident had a global impact, 
causing widespread disruptions across vari-
ous sectors, businesses, and services. The out-
age was traced to a faulty software update in the 
Falcon sensor, which resulted in a Blue Screen of 
Death (BSOD) for Microsoft Windows users. The 
root cause was identified as a mismatch between 
parameters in the sensor code and the IPC 
Template Type. To address the issue, CrowdStrike 
implemented a runtime array bounds check in the 
Content Interpreter function to retrieve inputs, as 
well as checks to validate the number of inputs 
in the Template Type. Additionally, various tech-
niques were discussed to enhance response times 
and mitigate risks in the future. To prevent similar 
technological failures, the adoption of canary test-
ing and effective incident response strategies is 
essential.
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