
127

A Comparative Evaluation of Machine Learning-Based Intrusion 
Detection Systems for Securing Cloud Environments
Mohammad Shadi Alhakeem*, Khawla Bin Ajlan
Naif Arab University for Security Sciences, Riyadh, Saudi Arabia
Received 21 Oct. 2024; Accepted 23 Dec. 2024; Available Online 31 Dec. 2024

Abstract
Cloud computing has advanced significantly alongside the growth of communication technology and data 

exchange. Many businesses and organizations now adopt cloud computing solutions and services to enhance 
flexibility and scalability. However, despite its numerous advantages, cloud computing remains increasingly 
susceptible to various security threats that can disrupt services and business operations. This highlights the 
critical need to strengthen the security of cloud environments. In this context, implementing robust protection 
measures, such as Intrusion Detection Systems (IDS), is essential to mitigate potential threats and safeguard 
sensitive data. To effectively counter the ever-evolving cyber threats landscape, IDS must possess adaptive ca-
pabilities. Hence, integrating Machine Learning (ML) technologies is imperative for the detection of a broad and 
diverse range of cyber threats, thereby enhancing the overall bolstering the security posture of the environment. 

This research explores the integration of ML technologies in IDS and examines the application of feature 
selection methods to identify the key and most significant indicators for attack detection. The study conducts 
a comparative analysis of five ML techniques, employing two distinct feature selection methods to evaluate 
their effectiveness in strengthening the security of cloud environments. Using a recently developed, reputable 
dataset and concentrating on attack types that pose significant threats to cloud environments, our experimental 
results offer a comprehensive evaluation of these techniques, including a variety of machine learning algorithm 
performance metrics.
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I. IntroductIon

With the growing advancement in 
communication technology and data exchange, 
many technologies have emerged and developed. 
One of these technologies is cloud computing, 
which shares computing resources and services 
to provide quick and easy access with minimal 
management effort. The National Institute of 

Standards and Technology (NIST) defines cloud 
computing as “a model for enabling ubiquitous, 
convenient, on-demand network access to a 
shared pool of configurable computing resources 
(e.g., networks, servers, storage, applications, 
and services) that can be rapidly provisioned 
and released with minimal management effort or 
service provider interaction” [1].
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A Comparative Evaluation of Machine Learning-Based Intrusion Detection Systems for Securing Cloud Environments

Since its inception in the early 2000s, cloud 
computing has become an indispensable 
component of contemporary technological 
infrastructure. A multitude of applications and 
programs now rely on cloud-based services, either 
exclusively or in conjunction with traditional on-
premises solutions. Numerous organizations have 
transitioned their computing resources to the cloud, 
thereby enhancing the accessibility, availability, 
and scalability of their services while concurrently 
reducing costs and operational overhead.

However, while cloud computing offers numerous 
benefits, it is not without its inherent challenges, 
particularly in terms of security and privacy. Cloud 
environments are susceptible to a wide range 
of cybersecurity threats, including unauthorized 
access to legitimate resources, IP Spoofing, SQL 
Injection, Denial-of-Service (DoS), Distributed 
Denial-of-Service (DDoS), and Brute Force attacks. 
A significant portion of cyberattacks target cloud 
services, underscoring the critical importance of 
robust security measures. These threats can disrupt 
services and business operations, compromise 
sensitive data, and damage an organization's 
reputation. In 2020, data revealed that attacks on 
cloud service platforms are accounted for 20% of all 
cyber-attacks, which makes these platforms the third 
most-targeted cyber environment [2]. For example, 
in March 2020, a data breach occurred on the CAM4 
(live streaming) website, exposing over 10 billion 
sensitive records of data (7 TB). These exposed 
records included user and company information 
such as IP addresses, payment logs, usernames, 
and more. In another breach of 2020, a leaked 
Elasticsearch database believed to belong to a UK-
based security company contained two datasets 
with 5 billion and 15 million entries, respectively [3]. 
Moreover, A recent report by CrowdStrike found that 
cloud environment intrusions increased by 75% from 
2022 to 2023 [4]. 

Accordingly, there is a critical need to strengthen 
the security of cloud environments. Ensuring the 
security of computing resources is paramount to 
providing secure cloud services and safeguarding 
user privacy [5] [6]. In this scope, Intrusion Detection 
Systems (IDS) are considered a crucial tool for 
detecting cyberattacks within cloud infrastructures. 

IDS is a security management tool designed to 
monitor networks and systems for anomalous 
activity indicative of potential security breaches [7] 
[8]. By analyzing network traffic and system logs, 
IDS can proactively detect malicious or suspicious 
activities, and alert administrators to potential 
threats. This timely detection and response can 
prevent disruptions to critical services, unauthorized 
access, and data breaches, thereby safeguarding 
the key cybersecurity objectives of confidentiality, 
integrity, and availability (CIA) for various resources 
within the cloud environment.

Typically, IDSs can be categorized into two 
primary techniques: signature-based and anomaly-
based (or behavior-based). Signature-based IDSs 
are designed to detect known attack patterns, but 
they are limited in their ability to identify novel or 
zero-day attacks. In contrast, anomaly-based IDS 
can  effectively detect novel attack patterns [6] [9]. 
However, effective IDS implementation requires 
careful configuration and ongoing maintenance. 
Organizations should regularly update IDS signatures 
to stay abreast of emerging threats. Additionally, it is 
crucial to analyze the alerts generated by the IDS to 
determine whether they accurately indicate genuine 
threats or are false positives. Given the constantly 
evolving threat landscape and the emergence of 
increasingly sophisticated malicious attacks, there 
is a pressing need for innovative methods to prevent 
and mitigate these advanced threats within cloud 
environments. 

Researchers are actively exploring and 
developing cutting-edge solutions to effectively 
analyze data and respond to threats in a timely 
manner. Within this context, Machine Learning 
(ML) algorithms have recently witnessed a surge in 
application to intrusion detection systems, with the 
goal of detecting intrusions and adapting to evolving 
patterns of normal behavior [10] [11]. 

Therefore, in this paper, we delve into the 
evaluation of machine learning (ML) techniques 
integrated into intrusion detection systems (IDS) 
specifically designed for cloud environments. 
In addition, as it is crucial to consider not only 
accuracy metrics but also computational efficiency, 
we explore the application of feature selection 
methods to identify the most significant indicators for 
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attack detection, which can reduce computational 
costs and improve model training time. The 
study conducts a comparative analysis of five ML 
algorithms, utilizing two distinct feature selection 
methods to assess their effectiveness in enhancing 
the security and protection of cloud environments. 
Our objective is to evaluate the efficiency of these 
approaches in distinguishing between malicious 
and benign activities, encompassing a variety of 
machine learning algorithm performance metrics, 
thereby providing valuable insights for improving 
IDS capabilities in cloud environments. 

However, A significant challenge in developing 
effective machine learning solutions lies in ensuring 
that they are trained on realistic, real-world data 
to accurately learn and adapt to real-world 
scenarios. To address this issue, we conducted our 
comparative analysis using a recently developed, 
reputable dataset focusing on attack types that pose 
significant threats to cloud environments.

The remainder of this paper is organized as 
follows. Section II presents a comprehensive 
literature review of related works in the field of IDS 
and ML-based IDS specifically designed for cloud 
environments. Section III outlines the methodology 
employed for implementing and evaluating the ML 
algorithms. Section IV presents an analysis and 
discussion of the experimental evaluation results. 
Finally, Section V concludes the paper and proposes 
potential directions for future work.

II. reLated work

The design of anomaly-based Intrusion Detection 
Systems (IDS) typically encompasses several key 
stages, including: data preprocessing (removal of 
redundant data and data cleansing), feature selection 
or extraction, and classification [12].  These stages 
are crucial for constructing robust IDS solutions 
capable of effectively detecting cyberattacks. Each 
stage presents unique challenges and opportunities 
for optimization. Accordingly, this area continues 
to attract significant research interest in many 
fields concerned with mitigating cyber threats. For 
example, in [13] Musleh et al. focused on enhancing 
the accuracy and efficiency of IDS for Internet of 
Things (IoT) traffic. They evaluated several feature 
extraction techniques, including image filters and 

transfer learning models like VGG-16 and Dense 
Net. Additionally, they considered various machine 
learning algorithms, including random forest, 
K-nearest neighbors, SVM, and different stacked 
models. The study conducted a comprehensive 
evaluation of these combined models using the IEEE 
Data port dataset. 

As cloud computing services proliferate across 
diverse applications demanding confidentiality, 
integrity, and availability, the landscape of cyber 
threats within this domain has also evolved 
significantly. This necessitates expanded research 
efforts to detect malicious intrusions in cloud 
environments. Within this scope, numerous research 
studies have focused on the development and 
evaluation of IDS, with a particular emphasis on 
ML-based approaches specifically designed for 
cloud environments, as well as the integration of 
feature selection techniques. Here, we present 
a comprehensive literature review of recent 
advancements in this field, and the key papers 
explored in this section are summarized in Error! 
Reference source not found..

Many research papers have focused on 
comparing the performance of different classifiers, 
such as [14], [15], [16], [17], [18] and [19]. Others 
have explored hybrid approaches that combine 
multiple classifiers, like [20], [21], [22], [23], 
[24], [25] and [26]. Additionally, several papers 
have highlighted the benefits of feature selection 
techniques, including [27], [28], [29] and [30].

Azeez et al. [14] conducted a comparative 
analysis of three different classifiers—Naïve Bayes, 
decision tree, and random forest—using the KDD’99 
dataset. Preprocessing to remove unnecessary or 
incomplete values and perform relevant features 
extraction. All classifiers demonstrated promising 
results, with the random forest algorithm exhibited 
superior performance, achieving the highest 
accuracy in this study, followed by decision tree and 
Naïve Bayes.

Nathiya and Suseendran [15] also presented 
a comparative analysis of three classification 
algorithms for anomaly-based IDS: Support Vector 
Machine (SVM), Naïve Bayes, and Decision Tree 
(J48). The experiment was conducted on the NSL-
KDD dataset. The results demonstrated that the 
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decision tree algorithm outperformed SVM and 
Naïve Bayes in terms of True Positive Rate (TPR) 
and False Positive Rate (FPR), while SVM excelled 
in detection time.

The study conducted by Peng et al. [16] 
initially subjected the data to preprocessing and 
cleansing, comprising string digitization and data 
normalization. Subsequently, the processed data 
was independently fed into three different classifiers: 
Naïve Bayes (NB), Decision Tree (DT), and K-Nearest 
Neighbors (k-NN) algorithms, using the KDD’99 
dataset for comparison. The results indicated that 
the DT classifier achieved the highest accuracy 
and precision but exhibited a longer detection time 
compared to the other classifiers.

Kanimozhi and Jacob [17] conducted a 
comparative analysis to detect malicious traffic 
generated by botnet attacks. To achieve optimal 
results, they employed six classification algorithms: 
K-Nearest Neighbor, Naïve Bayes, Adaboost with 
Decision Tree, SVM, Random Forest, and Multi-Layer 
Perceptron (MLP). The CSE-CIC-IDS2018 dataset 
underwent preprocessing, including null value 
removal and standardization using "StandardScaler". 
The experimental results demonstrated that the Multi-
Layer Perceptron (MLP) classifier outperformed the 
others, followed by Adaboost and Naïve Bayes.

In [18], Fitni and Ramli initially conducted data 
preprocessing, removing infinite values, missing 
data, and unnecessary columns. Subsequently, 
they applied correlation-based feature selection 
to extract 23 features from the original 80. Finally, 
they compared the performance of various 
classifiers: Gaussian Naïve Bayes, Random Forests, 
Decision Trees, Quadratic Discriminant Analysis 
(QDAs), Multi-Layer Perceptrons (MLPs), Logistic 
Regression, and Gradient Boosting, on the CSE-
CIC-IDS2018 dataset. The results demonstrated 
that Gradient Boosting, Decision Trees, and Logistic 
Regression achieved excellent performance with 
rapid prediction times. 

A recent study by Rathod et al. [19] conducted 
a comparative study demonstrating the superior 
performance of ML-based IDSs over traditional 
methods in intrusion detection. This suggests that 
ML-based approaches hold significant potential 
to improve the usefulness of intrusion detection in 

cloud computing environments. However, the study 
emphasized the need to address the challenges 
related to the substantial amounts of training data 
required for optimal performance.

In [20], Feng et al. introduced a novel ML 
approach called CVAC, which combined the Support 
Vector Machine (SVM) and Clustering based on Self-
Organized Ant Colony Network (CSOACN). They 
employed the DARPA fxA'98 dataset and utilized 
the principal component analysis (PCA) method for 
feature selection. Both PCA and CVAC demonstrated 
promising results, validating the effectiveness of 
the combined approach compared to SVM and 
CSOACN used separately.

Kevric et al. [21] developed a framework that also 
combines ML classifiers. They combined Random 
Tree (multiple decision trees), NBTree (a hybrid 
of decision tree and Naïve Bayes classifiers), and 
C4.5 Decision Tree algorithms based on the sum 
rule scheme. Then an experimental comparison of 
individual and combined classifiers was conducted 
on the NSL-KDD dataset, with the combined 
classifiers demonstrating superior performance.

Similarly, Ahmim et al. [22] proposed a hybrid 
IDS based on the combination of the probability 
predictions of a tree of classifiers: Naïve Bayes (NB), 
Random Forest, Repeated Incremental Pruning 
to Produce Error Reduction (RIPPER), Radial-
basis function network (RBFN), and Ripple Down 
Rule Learner (RIDOR). The system consists of two 
stages: a tree of classifiers and a final classifier that 
integrated the probabilistic predictions generated by 
the individual classifiers. Experimental results on the 
KDD’99 and the NSL-KDD datasets demonstrated 
the model’s effectiveness in achieving reasonable 
detection rates.

Muttappanavar and Challagidad [23] proposed 
a hybrid machine learning-based IDS designed to 
detect novel attacks, including zero-day attacks, by 
combining supervised machine learning (Artificial 
Neural Network, ANN) and unsupervised machine 
learning (K-Means clustering). The proposed 
approach involved: feature selection by applying 
Principal Component Analysis (PCA) to select the 
most relevant features, using the K-Means algorithm 
to cluster the data and identify unknown attacks, 
and employing the pretrained ANN algorithm to 
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categorize unknown attacks based on behavioral 
similarities. However, while the paper provides a 
detailed explanation of the system's strategy and 
architecture, it lacked specific information regarding 
the practical experiments, such as the dataset used, 
and the tools employed.

Aljamal et al. [24] presented a hybrid approach 
that combines supervised and unsupervised machine 
learning techniques. Initially, K-Means clustering 
was applied to automatically predict labels for the 
unlabeled UNSW-NB15 dataset. Subsequently, an 
SVM model was built and trained using the labeled 
training dataset, serving as a detection system for 
new instances. Comparative analysis with other 
studies revealed that the K-Means clustering 
model effectively extracted relevant features and 
characterized the behaviors of different traffic types, 
contributing to an acceptable accuracy of 0.847 for 
the SVM classifier.

Sharma et al. [25] proposed a hybrid intrusion 
detection system that combined SVM, ELM (Extreme 
Learning Machine), and K-means clustering 
algorithms. The ensemble learning system 
demonstrated improved overall performance on 
the KDD’99 dataset, achieving a total accuracy of 
95.75%.

Zhou et al. [26] employed Correlation-based 
Feature Selection (CFS) for feature selection and 
combined Random Forest (RF), C4.5, and Forest 
by Penalizing Attributes (Forest PA) in their intrusion 
detection system. Individual classifiers were 
applied separately, and the classification results 
were subsequently combined using the average of 
probabilities (AOP) rule to enhance the performance 
of a single classifier in distinguishing between 
benign and malicious traffic. The proposed model 
demonstrated superior predictive performance, 
achieving lower False Alarm Rate (FAR), higher 
Attack Detection Rate (ADR), and improved 
F-Measure on three different datasets: KDD'99, 
NSL-KDD, and CIC-IDS2017.

Ikram and Cherukuri [27] focused on the impact 
of feature reduction, demonstrating its impact 
through a comparative analysis. They used the NSL-
KDD and the GURE-KDD datasets and applied PCA 
to select a subset of features and subsequently 
employed a SVM model as an anomaly detector. The 

feature reduction improved the detection accuracy 
from 0.9471 without PCA to 0.997 with PCA for NSL-
KDD, while for GURE-KDD, it increased from 0.833 
to 0.997.

Al-Yaseen [28] also focused on feature selection, 
demonstrating its effectiveness in improving overall 
performance. By employing the firefly algorithm 
(FA) for feature selection and SVM for classification 
on the NSL-KDD dataset, the accuracy achieved 
was 78.89%, significantly surpassing the 75.81% 
accuracy obtained using SVM alone.

Abdulraheem and Ibraheem [29] emphasized 
the significance of feature selection methods as 
well. They conducted a comparative analysis of their 
findings with those of Sharafaldin et al. [30], and 
evaluated their results on the CICIDS2017 dataset. 
By comparing the performance of a 36-feature 
dataset with a 23-feature dataset extracted by 
Sharafaldin et al. [30], and using the Random 
Forest algorithm, the results demonstrated that the 
36-feature dataset yielded superior performance, 
achieving an accuracy of 0.992 compared to 0.988.

In a recent survey paper [31], Lata and Singh 
provided a coherent view of security concerns 
in each cloud service model. Additionally, they 
explored existing security techniques, highlighting 
their strengths and weaknesses, with a particular 
focus on state-of-the-art IDS and the importance of 
feature selection and dimensionality reduction.

Building upon this existing research as detailed 
in the above table, which has primarily focused 
on comparing classifier performance, the impact 
of applying feature selection to these classifiers, 
or the influence of selected feature quantity, our 
study aims to extend this investigation and provide 
a more comprehensive evaluation. To the best of 
our knowledge, this work is the first to examine the 
effectivness of combining various ML algorithms 
with different feature selection techniques, while 
considering a wide range of ML performance metrics 
for cloud environments.

III. research ProBLeM and ProPosed 
aPProach

This section presents the research objectives and 
provides an overview of our proposed approach. 
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taBLe I
suMMary taBLe of LIterature revIew 

Researcher
Feature 

Selection 
Techniques

Algorithms Dataset

Feng et al. [20] PCA
A new method called CVAC (combined the Support Vector 
Machine (SVM), and the Clustering based on Self-Organized Ant 
Colony Network (CSOACN)) (CSVAC)

DARP fxA’98

Ikram & Cherukuri [27] PCA Support Vector Machine (SVM) NSL-KDD and GURE-KDD

Kevrick et al. [21] All features
developed a framework for combining Random Tree (multiple 
decision trees), and NBTree (a hybrid of decision tree and Naïve 
Bayes classifiers), and C4.5 Decision Tree algorithms 

NSL-KDD

Ahmim et al. [22] -

Combination of multiple probability predictions tree of classifier 
(Naive Bayes (NB), Random Forest, Repeated Incremental 
Pruning to Produce Error Reduction (RIPPER), Radial-basis 
function network (RBFN), and Ripple Down Rule Learner (RIDOR).

KDD CUP 1999
and
NSL-KDD

Azeez et al. [14] -
Compare three different classifiers (Naïve Bayes, choice tree, and 
arbitrary timberland algorithm)

KDDCUP99

Nathiya & Suseendran 
[15]

-
Support Vector Machine (SVM), Naïve Bayes, and Decision Tree 
(J48).

NSL-KDD

Peng et al. [16] -
Comparing three different classifiers: Naïve Bayes (NB), Decision 
Tree (DT), and K-Nearest Neighbors (k-NN) algorithms

KDDCUP99

Muttappanavar & 
Challagidad [23]

PCA
They present a hybrid machine learning technique-based 
intrusion detection system (Artificial Neural Network (ANN)) and 
(K-Means algorithms)

-

Aljamal et al. [24] -
Using the K-means clustering algorithm to produce labels 
automatically and using SVM to build learning models. 

UNSW-NB15

Al-Yassin [28]
Based on Firefly 

Algorithm
SVM NSL-KDD

Sharma et al. [25]
Combine SVM, ELM (Extreme learning machine: single hidden 
layer feedforward neural network (Huang et al., 2006)), and 
K-means clustering algorithm.

KDD CUP 1999

Abdulraheem et al. [29]
Sharafaldin et al. [30]

1. Feature 
Importance 

2. Correlation.
Random Forest Algorithm

CICIDS2017

Kanimozhi & Jacob [17] -
Six classification algorithms used such K-Nearest Neighbor, Naïve 
Bayes, Adaboost with Decision Tree, SVM, Random Forest, and 
Artificial Neural Network Classifier as MLP (Multi-layer perceptron)

CSE-CIC-IDS2018

Zhou et al. [26] Correlation
Combined Random Forest (RF), C4.5, and Forest by Penalizing 
Attributes (Forest PA)

KDDCup’99 and 
NSL-KDD and
 CIC-IDS2017

Fitni & Ramli [18] Correlation
Gaussian Naïve Bayes, Random Forests, Decision Trees, QDAs, 
MLPs, Logistic Regression, and Gradient Boosting.

CSE-CIC-IDS2018

Musleh et al. [13]
VGG-16 

DenseNet
Random Forest, K-nearest neighbors, SVM, and different stacked 
models

IEEE Dataport

Rathod et al. [19] -
Decision Trees, Neural Networks (NN), Support
Vector machines (SVM), Random Forests, and k-nearest neigh-
bors

KDDCup99 and NSL-KDD

This Study
Recursive 
Feature 

Elimination (RFE) 
and Feature 
Importance

Logistic Regression, Naïve Bayes Classifier (BernoulliNB), 
Decision Tree Classifier, Support Vector Machines, and Gradient 
Boosting Classifier

CSE-CIC-IDS2018
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Additionally, it delves into the implementation 
details and data specifications.

Our aim is to compare the performance of 
different machine learning algorithms using various 
feature selection techniques, focusing on optimizing 
computational efficiency while maintaining 
high accuracy. To achieve these objectives, we 
conducted experiments involving multiple methods 
to identify the most effective combinations for 
achieving both high accuracy and low processing 
time.

Fig. 1 illustrates the architecture of the proposed 
comparison and evaluation approach, which 
consists of three primary phases: 

1. Data Preprocessing: Preparing the data 
for classification by removing insignificant 
features and addressing any incomplete, 
inconsistent, or inaccurate instances.

2. Feature Selection: Selecting the most 
relevant features from the dataset that are 
crucial for distinguishing abnormal traffic 
from normal traffic.

3. Classification: Comparing the performance of 
various classifiers in distinguishing abnormal 
traffic.

A representative dataset is essential for accurate 
machine learning model evaluation. The quality and 
diversity of the data directly influence the model's 
performance. In this research, we utilized the CSE-
CIC-IDS2018 dataset, a collaborative effort between 
the Communications Security Establishment (CSE) 
and the Canadian Institute for Cybersecurity 
(CIC), designed to generate a comprehensive 
cybersecurity dataset in a systematic manner [32].

 CSE-CIC-IDS2018 is a realistic cyber defense 
network dataset encompassing seven distinct 
attack scenarios: Brute-Force, Heartbleed, Botnet, 
DoS, DDoS, Web attacks, and internal network 

infiltration. However, we concentrated on evaluating 
our model against three prevalent attack types: DoS 
attacks, DDoS attacks, and Brute Force attacks,  as 
these attack types pose significant threats to cloud 
environments by disrupting their normal operations 
[33]. The CSE-CIC-IDS2018 dataset is accessible 
on AWS (Amazon Web Services) [34].

A. Data Pre-processing
Data preprocessing is a crucial step in preparing 

data for supervised classification, ensuring data 
cleanliness for subsequent phases. The CSE-CIC-
IDS2018 dataset, employed in this research, is a 
real-world dataset collected over a period of time. 
As such, it may contain missing values, outliers, 
errors, noisy features, and inconsistencies in 
feature names or values. To address these issues, 
we inspected the dataset and implemented the 
following measures (using the Pandas and NumPy 
libraries in Python):

1. Feature Consistency: The CSE-CIC-
IDS2018 dataset comprises 10 files. One of 
these files includes four additional attributes 
(Src IP, Src Port, Flow ID, and Dst IP) that 
are not present in the other files. To ensure 
consistency, we removed these features, 
resulting in a standardized dataset with 80 
columns in each file.

2. Duplicate Rows: Some files contained dupli-
cate rows, which were removed due to their 
relatively low frequency.

3. Feature Name Rows: Certain rows within 
some files included feature names, which 
were also removed.

4. Missing Values: Some rows contained miss-
ing values (NaN or infinity), which were re-
moved due to their relatively low frequency 
too.

Mohammad Shadi Alhakeem, Khawla Bin Ajlan

experiments involving multiple methods to identify the most effective combinations 
for achieving both high accuracy and low processing time. 
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5. Class/Label Conversion: The label values 
were converted as follows: "BENIGN" to 0, 
and other attacks to numeric numbers. 

6. Columns with Zero Values: Several columns 
contained exclusively zero values, indicat-
ing their irrelevance and lack of impact on 
the dataset. These features were removed.

7. Removal of Unnecessary Columns: The 
[Timestamp] feature was deemed unneces-
sary and removed.

8. Dataset Normalization: Various methods 
can be used for dataset normalization, such 
as Min-Max scaling or Standard scaling. We 
applied Standard scaling to all features ex-
cept the 'Label' feature class.

The preprocessing measures applied to the 
CSE-CIC-IDS 2018 dataset reduced the number 

of columns from 80 to 69. These 69 columns were 
subsequently used in the feature selection phase.

In addition, given the substantial size of 
the CSE-CIC-IDS2018 dataset, which contains 
approximately 16 million records, working with the 
entire dataset can be computationally demanding, 
requiring specialized hardware and computing 
resources. To address this challenge, we employed 
data sampling, a common technique that involves 
selecting a representative subset of the original 
dataset. In our experiments, we focused on three of 
the ten files within the CSE-CIC-IDS2018 dataset. 
Various sampling methods exist, but we utilized 
simple random sampling. This involved generating 
random samples from each of the selected files 
and subsequently combining them into a single file.

The following t (TABLE I, TABLE II , and TABLEIII) 

 taBLe II
fILes used froM the cse-cIc-Ids2018 dataset

Dataset file name Columns Rows Traffic Type Numbers of 
rows dropped

Numbers 
of columns 

ignored
Columns 

after
Rows 
after

Wednesday-14-02-2018_ 
TrafficForML_
CICFlowMeter

80 1048575

Benign 667626 Duplicate 225628 Containing zero 
value 10

69 819126
FTP-BruteForce 193360

Null and 
Infinity 
values

3821 Unnecessary 
(Timestamp) 1

SSH-Brute force 187589

Rows 
containing 
attribute 
names

0

Friday-16-02-2018_
TrafficForML_
CICFlowMeter

80 1048575

Benign 446772 Duplicate 147586 Containing zero 
value 10

69 900988
DoS attacks-

Hulk 461912
Null and 
Infinity 
values

0 Unnecessary 
(Timestamp) 1

DoS attacks-
SlowHTTPTest 139890

Rows 
containing 
attribute 
names

1

Wednesday-21-02-2018_
TrafficForML_
CICFlowMeter

80 1048575

Benign 360833 Duplicate 17557 Containing zero 
value 10

69 1031018

DDOS attack-
HOIC 686012

Null and 
Infinity 
values

0 Unnecessary 
(Timestamp) 1

DDOS attack-
LOIC-UDP 1730

Rows 
containing 
attribute 
names

0
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present the details related to the implementation of 
the preprocessing phase on our dataset.

B. Features selection
Given the substantial number of features (80) in 

our dataset, which exhibit diverse characteristics, 
feature selection is a crucial step. By reducing the 
dimensionality of the data, we can significantly 
improve computational efficiency and potentially 
enhance model performance.

There are various feature selection methods, 
broadly categorized into unsupervised and 
supervised approaches. Unsupervised methods, 
such as correlation analysis, do not consider the 
target feature and focus on removing redundant 
variables. In contrast, supervised methods, 
including wrapper and filter approaches, utilize 
the target feature to identify and remove irrelevant 
variables. Wrapper methods select subsets of 
features based on their performance in a specific 
machine learning model, using metrics like accuracy 
or F1-score. Recursive Feature Elimination (RFE) 
is a well-known example of a wrapper method. 
Filter methods evaluate features based on their 
relationship with the target feature. This category 
includes statistical methods and feature importance 
methods. Statistical methods assess the correlation 

or mutual information between features and the 
target, while feature importance methods evaluate 
the contribution of each feature to the model's 
performance.

 taBLe III
data saMPLIng fILes

Dataset file name Columns Dataset after pre-
processing Data Sampling

Wednesday-14-02-2018_TrafficForML_CICFlowMe-
ter 69 819126

Benign 662458
204782

0 165501
BruteForce 156668 1 39281

Friday-16-02-2018_TrafficForML_CICFlowMeter 69 900988
Benign 446653

90099
0 44706

DoS 454335 2 45393

Wednesday-21-02-2018_TrafficForML_CICFlowMe-
ter 69 1031018

Benign 360827
82481

0 28938
DDOS 670191 3 53543

 taBLe Iv
data saMPLe

Dataset file name Columns Total Rows Label Class Rows for each class

Combined File 69 377362

Benign 0 239145
BruteForce 1 39281

DoS 2 45393
DDoS 3 53543
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  Fig.  2: Feature subset using RFE.
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C. Classification
To achieve the objective of our IDS in cloud 

environments, the system must be trained using 
a suitable machine learning algorithm. Given our 
aim to obtain results for each specific attack type, 
we focus on algorithms capable of multi-class 
classification. Many algorithms originally designed 
for binary classification can be adapted for multi-
class classification too, including Decision Trees, 
Random Forest, Naïve Bayes, Gradient Boosting, 
k-Nearest Neighbors, Support Vector Machines, 
and Logistic Regression. However, some 
algorithms, such as the AdaBoost Classifier, are 

A Comparative Evaluation of Machine Learning-Based Intrusion Detection Systems for Securing Cloud Environments

In our experiments, we focused on supervised 
techniques and employed two well-established 
wrapper and filter methods to identify and select 
the most informative features: Recursive Feature 
Elimination (RFE) and feature importance. These 
methods were applied to extract two distinct 
subsets of features for each attack type. When 
using RFE, two key decisions need to be made: 
the number of features to select and the algorithm 
employed to guide the selection process [35].
•	 In the first subset (Fig.  2), we applied RFE us-

ing the Random Forest Classifier and selected 
23 features. This process identified the most 
informative features for the three attack types, 
reducing the dataset’s dimensionality from 69 
features to 23 features.

•	 In the second subset (Fig.  4), we applied fea-
ture importance analysis using the Random 
Forest Classifier to identify the most relevant 
features, reducing the dimensionality of the 
original feature set while preserving essential 
information. By examining the histogram of 
feature importance scores depicted in Fig.  3, 
we established a threshold of 0.0010 and re-
moved features with scores below this thresh-
old, resulting in the elimination of 17 features 
from the original set of 69. Subsequently, we 
applied RFE using the Decision Tree Regres-
sor to further refine the feature set, extracting 
23 features from the remaining 52 features.

further refine the feature set, extracting 23 features from the remaining 52 

features.  

 

•  

Fig.  3: Feature importance 

 
Fig.  4: Feature subset using Feature Importance Analysis 

C. Classification:  
To achieve the objective of our IDS in cloud environments, the system must be trained 
using a suitable machine learning algorithm. Given our aim to obtain results for each 
specific attack type, we focus on algorithms capable of multi-class classification. Many 
algorithms originally designed for binary classification can be adapted for multi-class 

 Fig.  3: Feature importance

further refine the feature set, extracting 23 features from the remaining 52 

features.  

 

•  

Fig.  3: Feature importance 

 
Fig.  4: Feature subset using Feature Importance Analysis 

C. Classification:  
To achieve the objective of our IDS in cloud environments, the system must be trained 
using a suitable machine learning algorithm. Given our aim to obtain results for each 
specific attack type, we focus on algorithms capable of multi-class classification. Many 
algorithms originally designed for binary classification can be adapted for multi-class 

 Fig.  4: Feature subset using Feature Importance Analysis



137

JISCR 2024; Volume 7 Issue (2)

inherently limited to binary classification. In addition, 
each algorithm possesses distinct advantages 
and disadvantages. For example, decision trees 
are often effective for tasks requiring speed, while 
SVM and gradient boosting excel in achieving high 
accuracy [10] [11].

In our experiments, we employed five 
classification models, namely, Logistic Regression, 
Naïve Bayes Classifier (BernoulliNB), Decision Tree 
Classifier, Support Vector Machines, and Gradient 
Boosting Classifier. Considering our proposed 
approach (Fig. 1), the dataset was randomly 
partitioned into training and testing subsets to 
initiate the classification phase, allocating 70% 
for training and 30% for testing. Each classifier 
was then trained independently using the training 
subset. The resulting models were subsequently 
validated on the testing subset to assess their 
training effectiveness and estimate model 
properties, including accuracy and training time. 
The output results were categorized as follows: (0) 
normal, (1) Brute Force attack, (2) DoS attack, and 
(3) DDoS attack. TABLE II presents the training time 
and accuracy for each classifier.

Iv. exPerIMentaL resuLts and oBservatIons

This section discusses the experimental results 
in detail, highlighting their alignment with the 
study's objectives. We describe the performance 
metrics obtained from the primary experiments 

outlined in section ( III). The main objective of these 
experiments is to validate the intrusion detection 
model using the CSE-CIC-IDS2018 dataset.

Our proof-of-concept model was designed as 
a flexible and adaptable framework, allowing for 
easy modifications and future enhancements while 
ensuring efficient performance. The implementation 
was carried out using Python, incorporating 
libraries such as Scikit-learn, Pandas, NumPy, 
and Matplotlib. Experiments were conducted on 
Python3, using Anaconda3 and Jupyter Notebook, 
on a macOS system powered by an Intel Core m7 
processor (1.3 GHz) with 8 GB of RAM.

As detailed in the previous section, the 
classification algorithms began by randomly 
partitioning the dataset into training and testing 
subsets, allocating 70% for training and 30% 
for testing. Each classifier was then trained 
independently using the training subset. The 
resulting models were validated on the testing 
subset to evaluate their effectiveness and estimate 
key performance metrics.

To compare the performance of five classifiers, 
we conducted experiments using two distinct 
feature sets. These experiments included 138,217 
attack records and 239,145 benign records, 
randomly selected from the dataset (Table III). The 
first experiment utilized the initial subset of features 
(Fig. 2), while the second experiment employed 
the refined subset of features (Fig. 4), both of 
which were derived through the feature extraction 
methods outlined in Section III.

Table V presents the accuracy results for both 
subsets of features alongside the testing times for 
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taBLe II
accuracy & traInIng tIMe for each cLassIfIer

Attack type Classifier Type
First subset of features Second subset of features

Accuracy
 Training Time

(Seconds1)
Accuracy

Training Time
(Seconds)

 CSE-CIC-IDS2018
dataset
 (Brute Force, DoS,
DDoS attack)

Naive Baye Classifier 0.958 3.318 0.974 3.446

Decision Tree Classifier 0.995 18.002 0.995 20.305

Logistic Regression 0.987 179.374 0.990 162.646

Support Vector Machines 0.993 4320.284 0.993 3530.986

Gradient Boosting Classifier 0.995 8082.679 0.995 24594.344

(1) The “time” module in Python is used to measure execution 
time. This module provides functions to obtain time in sec-
onds, with a resolution of approximately one millisecond.
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each classifier. The results reveal that the second 
feature extraction method, which combines a filter 
technique (feature importance) with a wrapper 
technique (Recursive Feature Elimination, RFE), 
demonstrates superior performance in certain 
classification algorithms, such as the Naïve Bayes 
Classifier and Logistic Regression. Conversely, 
other classification algorithms, including Decision 
Tree Classifier, Gradient Boosting Classifier, and 
Support Vector Machines, show comparable 
accuracy across both feature selection methods.

Furthermore, the second feature selection 
method consistently achieves lower processing 
times across all five classifiers. This improvement 
in performance can be attributed to the enhanced 
contribution of the features selected by the second 
approach to the classification process. While these 
findings support the study’s objectives, further 
investigation is required to fully understand the 

underlying factors driving this improvement.
To further validate the efficacy of the classifiers 

and feature selection techniques, we conducted 
additional experiments focusing on a comparative 
analysis of their performance in detecting Brute 
Force attacks. TABLE VI below provides details 
about the data file used in these experiments.

The performance metrics considered in these 
experiments include training and testing times, 
model accuracy, recall (TPR), false negative rate 
(FNR), and false positive rate (FPR). Recall (TPR) 
measures the proportion of attacks correctly 
identified by the IDS, while false negative rate (FNR) 
represents the proportion of missed attacks. False 
positive rate (FPR) indicates the proportion of normal 
traffic incorrectly classified as attacks by the IDS.

TABLE VIII presents a comparative analysis 
of the performance metrics for the five classifiers 
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taBLe vI
testIng data resuLts, accuracy and tIMe for each cLassIfIer

Attack type Classifier Type
First subset of features Second subset of features

Accuracy
Testing Time

(Seconds)
Accuracy

Testing Time
(Seconds)

 CSE-CIC-IDS2018
dataset

 the three types of)
(attack

Decision Tree Classifier 0.995 0.385 0.995 0.349

Gradient Boosting Classifier 0.995 1.668 0.995 1.292

Support Vector Machines 0.994 93.528 0.994 79.605

Logistic Regression 0.988 0.372 0.990 0.338

Naive Bayes Classifier 0.959 0.357 0.974 0.349

 taBLe vII
the fILe used for Brute force attacks

 Dataset file
name

Columns Rows Traffic Type
 Numbers of rows

dropped
Numbers of col-
umns ignored

 Columns
after

 Rows
after

Wednes-
day-14-02-2018_

TrafficForML_
CICFlowMeter

80 1048575

Benign 667626 duplicate 225628
 Containing
  zero value

10

69 819126

FTP-Brute-
Force

193360
Null and In-
finity values

3821
 Unnecessary
((Timestamp

1

SSH-Brute-
force

187589

 Rows
 containing
 attribute

names

0



139

JISCR 2024; Volume 7 Issue (2)

using the first feature subset (Fig.  2). TABLE IX  
provides a similar comparison for the classifiers 
using the second feature subset (Fig.  4).

An analysis of the values in TABLE VIII (first 
feature set) and TABLE IX (second feature set) 
further substantiates our findings that the second 
feature selection approach consistently yields 
improved performance. comparing the metric 
values presented in TABLE VIII and TABLE IX, we 
observe the following:
•	 Naïve Bayes Classifier demonstrated nota-

ble improvements in performance using the 
second feature set. Accuracy increased from 
0.84 to 0.94, and sensitivity (TPR) rose from 
0.83 to 0.99. Concurrently, the false negative 
rate (FNR) and false positive rate (FPR) de-
creased, enhancing the overall efficiency and 
effectiveness of the IDS.

•	 Support Vector Machines also exhibited slight 
improvements in accuracy and significant re-

ductions in processing time when employing 
the second feature set. Moreover, there is a 
decrease in false negative rate (FNR) and 
false positive rate (FPR) which further enhanc-
es the overall effectiveness of the IDS.

•	 Both Decision Tree Classifier and Gradient 
Boosting Classifier demonstrated comparable 
performance in both feature selection meth-
ods, consistently achieving the highest accu-
racy. However, the second feature selection 
method resulted in considerable increase in 
processing times for both classifiers.

Additionally, we can observe the following key 
findings
•	 Decision Tree Classifier and Gradient Boost-

ing Classifier consistently demonstrate the 
highest accuracy. However, Decision Tree 
Classifier offers a distinct advantage in terms 
of speed, making it a more computationally 
efficient option. While Gradient Boosting Clas-
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taBLe vIII
coMParIson of cLassIfIer PerforMance usIng the fIrst feature seLectIon Method

Classifier
 Training Time

(Seconds)
 Testing Time

(Seconds)
Accuracy Recall/TPR FNR FPR

Logistic Regression 468.314 0.974 0.999153 0.9999 0.0000 0.0010

Naïve Baye Classifier 6.404 0.986 0.845107 0.8303 0.1696 0.1514

Decision Tree Classifier 15.535 0.763 1.000000 1.0000 0.0000 0.0000

Support Vector Machines 1083.514 57.44 0.999853 0.9998 0.0001 0.0001

Gradient Boosting Classifier 7979.241 2.501 1.000000 1.0000 0.0000 0.0000

 taBLe Ix
coMParIson of cLassIfIer PerforMance usIng the second feature seLectIon Method

Classifier
 Training Time

(Seconds)
 Testing Time

(Seconds)
Accuracy Recall/TPR FNR FPR

Logistic Regression 495.185 0.842 0.999674 0.9999 0.0000 0.0003

Naïve Baye Classifier 6.376 0.907 0.945873 0.9981 0.0018 0.0664

Decision Tree Classifier 18.223 1.255 1.000000 1.0000 0.0000 0.0000

Support Vector Machines 427.993 18.951 0.999963 0.9999 0.0000 0.0000

Gradient Boosting Classifier 41020.03 2.424 1.000000 1.0000 0.0000 0.0000
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sifier exhibits superior accuracy, its computa-
tional expense, as evidenced by the longest 
training time, should be carefully considered. 

•	 Although Naïve Bayes Classifier is the fastest 
in terms of training time, it exhibits the lowest 
performance overall. Moreover, its relatively 
high false negative rate (FNR) diminishes its 
effectiveness in an intrusion detection system.

v. concLusIon and future work

Within the context of the proposed architecture 
for an intrusion detection system in cloud 
environments, this paper has provided a 
comprehensive evaluation of five classification 
algorithms and two feature selection methods. 
Using the CSE-CIC-IDS2018 dataset, we extracted 
a subset of data focusing on attack types that 
pose significant threats to cloud security, including 
Denial-of-Service (DoS), Distributed Denial-of-
Service (DDoS), and Brute-Force attacks.

Our experimental results demonstrate that 
feature selection effectively reduces dataset 
size and processing time while maintaining high 
detection performance—key factors for real-time 
attack detection in cloud environments. This study 
confirms that feature selection and engineering 
are critical components of any machine learning 
model, significantly influencing both accuracy and 
efficiency. Continued research and experimentation 
with various feature selection and extraction 
techniques are recommended to further enhance 
the performance of machine learning models in this 
domain.

The experiments also revealed that the Decision 
Tree Classifier and Gradient Boosting Classifier 
exhibit superior accuracy in detecting attacks. 
However, these classifiers demand significantly 
more processing time compared to others when 
utilizing the feature selection methods employed 
in this study. We recognize that each classification 
technique has unique strengths and limitations, 
and its performance can vary depending on the 
specific attack types being analyzed.

To address the dual objectives of achieving 
high detection accuracy and enabling real-time 

analysis, combining multiple classifiers presents a 
promising avenue for future research. Additionally, 
investigating the application of deep learning 
algorithms and leveraging recent advancements 
in machine learning and artificial intelligence offer 
further potential for enhancing both classification 
techniques and feature extraction methods.
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